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Abstract—Air conditioners (ACs) are widely considered as good
candidates to provide operating reserve. Demand response re-
bound, i.e., the rebound peak of aggregate power, may exist when
ACs are controlled by changing the set point temperature. The re-
bound peak during the recovery period, named lag rebound, may
cause significantly higher demand than that prior to the reserve
deployment event. The rebound peak during the reserve deploy-
ment period, named lead rebound, is rarely considered in previous
researches but will constrain the duration time to a short period
(e.g., 10 min), which greatly limits the utilization of ACs. This paper
proposes an optimal sequential dispatch strategy of ACs to mitigate
the lead–lag rebound, and thus realize flexible control of the du-
ration time from minutes to several hours. To quantify the effects
of lead–lag rebound, a capacity-time evaluation framework of the
operating reserve is developed. On this basis, ACs are grouped to
be dispatched in sequence to mitigate the lead–lag rebound. The co-
optimization of sequential dispatch on the capacity dimension and
time dimension forms a mixed-integer nonlinear bilevel program-
ming problem, in which the consumers’ thermal comfort is also
guaranteed. Case studies are conducted to validate the proposed
strategy.

Index Terms—Air conditioning, load management, dispatching,
demand response, operating reserve.

NOMENCLATURE

i Index of an individual AC.
g Index of an AC group.
k Index of an AC group to be dispatched.
q Index of an AC group to be recovered.
d Index of the reserve deployment period.
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r Index of the recovery period.
t Index of time (h).
θi(t) Room temperature corresponding to the i-th AC

at the time t (◦C).
θa(t) Ambient temperature (◦C).
Tset,i Set point temperature of the i-th AC (◦C).
θ+

i /θ−i The upper/lower temperature hysteresis band of
the i-th AC (◦C).

Γ The set of all the ACs under an aggregator.
Nmax The number of ACs in Γ.
τd
g /τ r

g The reserve deployment/recovery time instant of
group g (h).

RCd
g /RCr

g Reserve capacity of group g during the reserve
deployment/recovery period (MW).

BCd
g /BCr

g Rebound capacity of group g during the reserve
deployment/recovery period (MW).

PDg The difference of the aggregate power before and
after the changes of the set point temperature
(MW).

SD
t1 →t2

(x(t)) The standard deviation of the variable x(t) during

the time period [t1 , t2 ].
PVg Power volatility of aggregate power of group g

after the end of rebound process (MW).
DTg Deployment duration of operating reserve pro-

vided by ACs in group g (h).
RTg Ramp time of operating reserve provided by ACs

in group g (min).
RRg Ramp rate of operating reserve provided by ACs

in group g (MW/min).
RC∗

g Required reserve capacity instructed by the sys-
tem operator (MW).

DT ∗
g Required deployment duration instructed by the

system operator (h).

I. INTRODUCTION

THE growing penetration of renewable energy sources into
the electric power system calls for a huge amount of bal-

ancing services at multiple timescales [1], [2]. Air conditioners
(ACs) offer an alternative of traditional generation units for
balancing the system by actively reducing or increasing elec-
tricity consumption [3]. Statistical data have shown that ACs
account for approximately 35%, 33% and 40% of the electricity
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consumption during the peak hours in many cities in China [4],
Spain [5] and India [6], respectively. With the development of
smart grid technologies and real-time telemetry [7], [8], it is
technically feasible for ACs to respond to instructions within a
short period and provide operating reserve at various time scales
[9]. However, demand response rebound is one possible obstacle
of using ACs for the provision of operating reserve [10]. This
phenomenon is the rebound peak that arises when a large amount
of loads are re-connected to the grid at approximately the same
time [11]. The existence of the demand response rebound may
cause significantly higher demand than that prior to the demand
response event. In extreme cases, the increased load current de-
rived from the rebound peak may even lead to the melting of
overhead lines, which harms system security considerably [12].

The demand response rebound at the end of a demand re-
sponse event, which is when ACs are recovered to the initial
states, is also referred to as load payback effect [13], [14],
load recovery effect [15], [16] or cold load pickup [12], [17]
in the existing literatures. This phenomenon has been observed
in many pilot projects, including the Californian pilot study
of time-of-use and critical peak pricing [18] and the Norwe-
gian project of direct control of residential water heaters in
475 households [19]. Several studies have addressed the im-
pacts of demand response rebound on the market scheme [20],
[21] and system scheduling [10], [22]. Most researches reduce
the level of rebound by increasing the diversity of loads [19]
or randomizing the reconnection of appliances over time [13].
Apart from that, reference [23] copes with demand response
rebound by leveraging chilled-water capacity through a least
enthalpy estimation based thermal comfort control. The above
approaches can reduce the demand response rebound to some
extent but cannot mitigate the rebound entirely. The concept of
dispatching groups of devices in sequence is initially presented
to prolong the deployment duration of operating reserve with-
out increasing the interruption duration of individual consumers
[24], [25]. Reference [26] further indicates that restoring group
of devices to the initial state in sequence can also reduce the
demand response rebound. This is examined by the recovery
of water heaters in [17] and [27], which illustrate that both the
magnitude and mean value of demand response rebound can be
largely reduced. However, the devices are evenly divided into
several groups and are recovered at a regular time interval (e.g.,
10 min) in [17], [24]–[27]. As a result, the aggregate dynam-
ics of devices are not considered, which cannot guarantee that
the rebound peak is reduced to the minimum value. Reference
[13] presents the concept to achieve better control on the de-
mand response rebound by the coordination among different
groups of devices, but there lacks mathematical model to de-
termine the coordination process among the groups. Moreover,
these research studies only consider the rebound load during the
recovery period, while neglecting the rebound load during the
reserve deployment period.

For clarity, rebound peak of aggregate power during the re-
serve deployment period is named as the lead rebound effect
in this paper. By contrast, rebound peak of aggregate power
during the recovery period is named as the lag rebound effect.
The lead rebound effect is neglected in previous research studies

because the ACs are converted to the off state when providing
operating reserve. Hence, ACs can reliably provide load reduc-
tion with different duration time, as long as they remain in the
off state [10], [22]. However, shutting the units off directly may
cause short-cycling of ACs, which can reduce their lifetime,
increase maintenance, and potentially damage them [28], [29].
Therefore, recent research studies have focused on controlling
ACs through changing the set point temperature instead [11],
[30]. In this case, according to the Law of Energy Conservation
[23], demand response rebound will also occur during the re-
serve deployment period. For example, ACs are in the cooling
mode in summer. Upon receiving the load-reduction instruction,
ACs will migrate to the new upper temperature hysteresis band
and stay longer in the standby state. More internal heat will
accumulate with longer standby period of ACs. Hence, higher
demand for cooling occurs when ACs have reached the new
upper temperature hysteresis band, resulting in the increase of
electricity consumption, i.e., lead rebound effect.

The lead rebound effect poses a new challenge to the provision
of the operating reserve by ACs because it limits the duration
time before the rebound occurs. If the rebound occurs within
the period of reserve deployment, then ACs cannot sustain the
required reserve capacity in the required duration time. Require-
ments on the duration time of the operating reserve are crucial
because it ensures the system operator has adequate time to cor-
rect the imbalance between load and generation [31]. Typically,
the required duration time of spinning/non-spinning reserve can
be 30 minutes or even 60 minutes [32]. Considering that the lead
rebound may occur approximately 10 minutes after the control
of ACs, ACs encounter difficulty in fulfilling the requirements
on the duration time. To make the most of the ACs’ potential to
provide operating reserve, the duration time of the load reduc-
tion or load increase should be flexibly controlled. This entails
a need to mitigate the lead rebound entirely during the required
reserve deployment period, which can be potentially realized by
dispatching different groups of ACs in sequence. However, as
illustrated above, there lacks the consideration on the dynam-
ics of ACs, and so does the co-optimization among the reserve
capacity and dispatch time instant of different AC groups in
existing literatures, making it difficult to guarantee the entire
mitigation of the lead-lag rebound effect. Moreover, the control
of the rebound time, which is crucial for the determination of
the duration time, is not involved. Consequently, the time of
rebound remains uncontrollable and the utilization of operating
reserve provided by ACs is still limited by the rebound period.

This paper proposes an optimal sequential dispatch strategy
of ACs to mitigate the lead-lag rebound entirely and thus realize
the flexible provision of various types of operating reserve. Be-
cause of the constraint of the duration time imposed by the lead
rebound, traditional methods that quantify the duration time be-
tween the reserve deployment and the recovery are not suitable
[32]. Therefore, the first step is to develop an evaluation frame-
work of operating reserves to quantify the effect of the rebound
load on the capacity dimension and time dimension. Then, ACs
dispatched at the same time instant are defined as an AC group,
and different AC groups are dispatched in sequence. In order
to guarantee that the rebound load of each group is mitigated
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entirely by the reserve capacity of the latter group, the dispatch
time instant of each group is optimized to minimize the devia-
tion between the actual load changing and the required value,
while the selection of ACs in each group are optimized to make
full use of ACs’ available reserve capacity and guarantee con-
sumers’ comfort. Co-optimization of the above problems on the
time dimension and capacity dimension forms a mixed integer
nonlinear bi-level programming problem, which is then solved
by genetic algorithm. In addition, a three-layer structure is de-
signed to integrate the proposed strategy with the interactions
between aggregators and consumers. Case studies are conducted
to verify the proposed strategy for providing operating reserve
with multiple duration time. The major contributions of this
paper are as follows:

1) The lead rebound effect, which results in the special ob-
stacle of controlling the duration time, is considered for
the provision of operating reserve with ACs. To the best
of the authors’ knowledge, it is the first time that the lead
rebound is modeled and analyzed.

2) A capacity-time evaluation framework of the operating
reserve provided by ACs is developed to quantify the im-
pacts of the lead-lag rebound effect. Compared with the
existing evaluation method for traditional generating units
[32], the proposed evaluation framework can better char-
acterize the dynamics of demand-side operating reserve.

3) An optimal sequential dispatch strategy, which can en-
tirely mitigate both the lead rebound and lag rebound, is
proposed to realize the flexible control of duration time
from minutes to several hours.

The remainder of the paper is organized as follows. Section II
analyzes the lead-lag rebound effect from the aggregate response
of ACs controlled by the changes of the set point temperature.
Section III quantifies the impacts of the lead-lag rebound by a
proposed capacity-time evaluation framework of operating re-
serve. On this basis, Section IV proposes an optimal sequential
dispatch strategy of ACs for the entire mitigation of the lead-
lag rebound and the provision of operating reserve with multi-
ple duration time. Numerical evidence for the effectiveness of
the proposed strategy is provided in Section V. Conclusions are
given in Section VI.

II. ANALYSIS OF THE LEAD-LAG REBOUND EFFECT

A. Model of an Individual AC

The operation process of an individual AC is described by
the general state model for the thermostatically-controlled-loads
(TCLs) [33]:

dθi(t)
dt

= − 1
CiRi

[θi(t) − θa(t) + mi(t)RiQi ] (1)

where θi(t) is the room temperature corresponding to the i-th
AC at time t, θa(t) is the ambient temperature. Ci and Ri are
the thermal capacity and thermal resistance corresponding to
the room of the i-th AC, respectively. mi(t) represents the on
or standby state of the i-th AC. Qi is the energy transfer rate of
the i-th AC, which is equal to the product of the input power pi

and the coefficient of performance COPi of the i-th AC.

The i-th AC operates cyclically around its set point tem-
perature Tset,i with a dead band of ΔTi . For example, if the
AC is in the cooling mode in summer, it will switch to the
on state when the room temperature reaches the upper band
(θ+

i = Tset,i + 0.5 × ΔTi). Similarly, when the room temper-
ature reaches the lower band (θ−i = Tset,i − 0.5 × ΔTi), it will
switch to the standby state. The temperature range between θ−i
and θ +

i is defined as the hysteresis band [θ−i , θ +
i ] [33]:

mi(t) =

⎧
⎪⎨

⎪⎩

1, θi(t) > θ+
i

0, θi(t) < θ−i
mi(t − 1), otherwise

(2)

B. Aggregate Response of ACs

The AC load model (1)–(2) reveals that the state of ACs
can be quickly controlled by changing the set point tempera-
ture. However, if ACs are controlled by consumers manually,
the response may not be sufficiently fast to meet the require-
ment of ramp time [31]. Therefore, it is assumed that the ACs
are installed with smart meters. By signing contracts with con-
sumers, aggregators can control ACs at the permitted periods
[34]. When the duration time has reached the required value,
ACs are recovered to the initial states [13].

Denoting Γ as the set of all the ACs under an aggregator,
the number of ACs in Γ is Nmax . The i-th AC is permitted to
be controlled by the aggregator during the period [tsi , t

e
i ]. The

reserve deployment period instructed by the system operator
is[tins,tend ]. The available AC is defined as the unit that is
permitted to be controlled by the aggregator during the required
duration. The availability of ACs is labeled by the vector V ∈
RN m a x ×1 , in which the i-th element is:

vi =

{
1,

0,

[tins,tend, ] ∈ [tsi , t
e
i ]

otherwise
, ∀i ∈ Γ (3)

The ACs dispatched at the same time instant τg are defined
as an AC group g. Sg ∈ RN m a x ×1 is the vector that represents
the ACs belonging to group g. The i-th element in Sg is:

sg,i =

{
1, i ∈ group g

0, otherwise
, ∀i ∈ Γ (4)

The physical parameters of the i-th AC, including Ci and Ri ,
can be usually assumed as a constant value. The input power
pi is usually set by the AC manufacturer and cannot be changed
by consumers. Considering that there may exist tens of thou-
sands of units under an aggregator, it may be difficult to obtain
the parameters of all the ACs. In this case, aggregators can
randomly select Ne ACs to measure their parameters. Kernel
density estimation, which is one of the non-parametric proba-
bility density estimation methods, can be utilized to obtain the
probability density distribution of parameters from the known
data points corresponding to Ne selected ACs [35]. For ex-
ample, (Re

1 , R
e
2 , ..., R

e
N e ) denotes the thermal resistance of the

randomly selected Ne ACs. The estimated probability density
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Fig. 1. Typical curve of the aggregate response of ACs.

f̂
R

e of the thermal resistance Re can be expressed as:

f̂Re (Re) =
1

NehRe

N e
∑

ie =1

K

(
Re − Re

ie

hRe

)

(5)

where K(·) is the normal kernel function. hRe is the bandwidth
of the kernel function and can be determined by the rule-of-
thumb bandwidth estimator method [35]. Similarly, the proba-
bility density of other parameters can also be estimated with the
kernel density estimation. Then, the parameters of the ACs can
be randomly set according to the probability density distribution
of these parameters.

The temperature hysteresis band of individual AC in Γ is
assembled in the vector θ−(+) = [θ−(+)

1 , θ
−(+)
2 · · · θ−(+)

N m a x ]T .
Changes of the set point temperature during the reserve de-
ployment/recovery of group g are assembled in the vector
γ

d/r
g = [γd/r

g ,1 , γ
d/r
g ,2 · · · γd/r

g ,N m a x ]T . Similarly, γ̄d/r and γ
−

d/r are

the highest increase and decrease of the set point temperature
determined by consumers, respectively. Apart from τg and the
time t, the aggregate power is primarily influenced by param-
eters θ−(+) , γ

d/r
g and Sg , which are assembled in the array

ug = [θ+ ,θ−,γ
d/r
g ,Sg ] ∈ RN m a x ×1 . Consequently, the aggre-

gate power Pg of group g is a function of the mentioned param-
eters:

Pg (ug , τg , t) =
∑

i∈Γ

pi · mi(t) · sg,i (6)

C. Lead Rebound Effect and Lag Rebound Effect

A typical curve of the aggregate response of an AC group is
shown in Fig. 1, in which the ACs change the set point tempera-
ture for load reduction at τd

g and recover the set point temperature
to the initial value at τ r

g . Two rebound peaks of aggregate power
exist during the reserve deployment period and the recovery
period, respectively. In this paper, the former is named as the
lead rebound effect, and the latter is named as the lag rebound
effect.

During the reserve deployment period, the decrease of aggre-
gate power is corresponding to the provision of reserve capacity
RCd

g , while the increase of aggregate power is corresponding
to the rebound capacity BCd

g of the lead rebound. The lead
rebound effect is rarely considered in existing research studies
because it only occurs when ACs are controlled by changing
the set point temperature. This property can be explained by the
migration of ACs’ room temperature through the Law of En-
ergy Conservation [23]. For example, ACs are in cooling mode
in summer. The variation of room temperature and the corre-

Fig. 2. Consumed power and room temperature of the i-th AC when the
temperature hysteresis band is increased by γg ,i at τ d

g and decreased by γg ,i

at τ r
g .

sponding consumed power of the i-th AC are illustrated in Fig. 2.
Upon receiving the load-reduction instruction at τd

g , the i-th AC
increases the set point temperature and remains in the standby
state until the room temperature reaches the new upper temper-
ature hysteresis band at trt

g ,i , after which the AC will switch to
the on state. The internal heat is not transferred outdoors and
thus accumulates during the longer standby period shown by
the segment from τd

g to trt
g ,i . Hence, higher load demand occurs

in the subsequent on state. Consequently, the lead rebound is
the nature increase of aggregate power resulted from the cyclic
operation characteristics of ACs. It is different from the opt-out
behavior of consumers, which is the consumers’ initiative be-
havior to choose not to participate in the demand response event
when their comfort levels cannot be maintained [37], [38].

By contrast, the lag rebound effect is the result of consumers’
recovery behavior and a common phenomenon after a demand
response event [12], [19]. As shown in Fig. 2, the AC decreases
the set point temperature after receiving the load-reduction in-
struction at τ r

g and remains in the on state for longer time. Hence,
aggregate power of ACs increases instantly when the loads are
recovered to the initial states at τ r

g . The lag rebound capacity
BCr

g is considered as the increase of aggregate power larger
than the initial value in the existing research studies [12], [19],
as illustrated in Fig. 1(a). From the control perspective in this
paper, the recovery process can be regarded as the reserve de-
ployment process with the required reserve capacity provided by
the load-increase operation. In this case, the increase of aggre-
gate power is corresponding to the provision of reserve capacity
RCr

g , while the decrease of aggregate power is corresponding
to the rebound capacity BCr

g , as illustrated in Fig. 1(b).
As depicted in Fig. 1, the duration time is constrained within

the period before the lead rebound occurs. It is required to no-
tice that sudden changes of the set point temperature will cause
temporary synchronization of the ACs [33]. In other words, af-
ter the ACs have reached the new temperature hysteresis band,
it will switch between the on state and standby state at the ap-
proximately same time, which will increase the level of rebound
and also lead to large power fluctuations. However, few meth-
ods are available to quantify the effect of lead-lag rebound and
the associated power fluctuations, making it difficult to mathe-
matically describe the objectives of AC load control. Therefore,
Section III proposes several indices to evaluate operating re-
serves considering the effect of lead-lag rebound and power
fluctuations.
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Fig. 3. Power difference of the aggregate power before and after the changes
of the set point temperature.

III. CAPACITY-TIME EVALUATION OF THE OPERATING RESERVE

CONSIDERING LEAD-LAG REBOUND EFFECT

Operating reserve providers are required to respond to dif-
ferent types of events over different time frames [31]. There-
fore, two fundamental dimensions, capacity and time [32], are
required to be considered for evaluating the operating reserve.
The capacity dimension entails assigned amount of load reduc-
tion/increase during the reserve deployment period. The time
dimension involves duration time and ramp rate. The effect of
the lead-lag rebound and the associated power fluctuations are
also quantified on these two dimensions.

A. Universal Expression of the Load Reduction/Increase

The difference of the aggregate power before and after the
changes of set point temperature represents the effects of AC
load control. The aggregate power changes in an adverse direc-
tion in load-reduction and load-increase operation. Therefore,
the power difference PDg is expressed as (7), so that the reserve
capacity is a positive number and thus evaluation indices can be
represented as a universal form.

PDg (ug , τg , t) =
{

P 0
g (ug , τg , t) − Pg (ug , τg , t), load − reduction

Pg (ug , τg , t) − P 0
g (ug , τg , t), load − increase

(7)

where P 0
g (ug , τg , t) and Pg (ug , τg , t) are the aggregated power

of group g before and after the changes of the set point temper-
ature, respectively. Equation (7) is not expressed in the form of
absolute value because the rebound load may exceed the aggre-
gate power at the initial state. Hence, evaluation indices repre-
sented by the PDg can be applied to both the load-reduction
operation during the reserve deployment period and the load-
increase operation during the recovery period, respectively. A
general evaluation framework for the control of the lead-lag re-
bound is developed based on the dynamics of power difference
after the changes of set point temperature, which is shown by
Fig. 3.

B. Evaluation of the Operating Reserve Provided by ACs on
the Capacity Dimension

1) Reserve Capacity (RC): The aggregate power fluctuates
in nature due to the cyclic operation characteristics of ACs.
Let PDmax

g denotes the maximum power difference of group g

during reserve deployment period, the valid reserve deployment
is then defined as the threshold between (1 − α% ) · PDmax

g

and PDmax
g . trt

g and trs
g are the time instant corresponding to

two endpoints of the defined threshold. Hence, the aggregate
reserve capacity (RC) is:

RCg (ug , τg ) = PDmax
g (ug , τg ) − PDmax

g (ug , τg ) × α%
(8)

2) Rebound Capacity (BC): As is illustrated in Fig. 2, the
power difference declines because of the rebound. The decline
process stops when the aggregate power of the ACs enter the
steady state. Denote tpl

g as the end of the rebound process, which
is defined as the time instant when power difference stops de-
clining. The rebound capacity (BC) is the difference between
the reserve capacity and power difference at tpl

g :

BCg (ug , τg ) = RCg (ug , τg ) − PDg (ug , τg , t
pl
g ) (9)

3) Power Volatility (PV): Standard deviation (SD) is adopted
to represent the fluctuations of aggregate power. The standard
deviation of the variable x(t) during the time period [t1 , t2 ] is
defined as:

SD
t1 →t2

(x(t)) =

√[∫ t2

t1

(x(t) − x̄(t))2Δt

]

/(t2 − t1) (10)

where x̄(t) is the mean value of the variable x(t) from t1 to t2 .
The standard deviation of the power difference after the power

spike caused by the rebound peak represents the power fluctu-
ations caused by the AC load control. Power volatility (PV)
is defined as the ratio of the standard deviation to the initial
aggregate power at the time instant of reserve deployment:

PVg = SD
tp l
g →te n d

(PDg (ug , τg , t))/Pg (ug , τg , τg ) (11)

C. Evaluation of the Operating Reserve Provided by ACs on
the Time Dimension

1) Duration Time (DT): Duration time (DT) is the period that
reserve service providers maintain the required reserve capacity
RC∗. Traditionally, DT is calculated as the period between the
reserve deployment and the recovery [32]. However, ACs cannot
maintain RC∗ once the lead rebound occurs. In this case, DT
is the period within the defined reserve capacity threshold in
(8). Therefore, DT is quantified according to the rebound time
instant:

DTg =

{
trt
g − τg , trt

g < τg + DT ∗

tend − τg , otherwise
(12)

2) Ramp Rate (RR): Ramp time (RT) is the period that the
reserve service providers control their output to the required
reserve capacity:

RTg = trs
g − τg (13)

Ramp rate (RR) is the speed that the reserve service providers
control their output to the required value [32]. RR is defined as
the ratio of the reserve capacity to the ramp time:

RRg (ug , τg ) = RCg (ug , τg )/RTg (14)
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Fig. 4. The interactions among the system operator, aggregators and con-
sumers.

IV. SEQUENTIAL DISPATCH STRATEGY OF ACS FOR PROVIDING

OPERATING RESERVE WITH MULTIPLE DURATION TIME

A. The Interactions Among the System Operator, Aggregators
and Consumers

Three types of entities involve in the provision of operating
reserve by ACs, i.e., the system operator, the aggregators and the
consumers [39]. The interactions among the entities are shown
in Fig. 4.

The role of system operator (e.g., the Independent System
Operator (ISO) in the United States, Transmission System Op-
erator (TSO) in the European Commission or the grid company
in China) is to operate the transmission system [39], [40]. The
system operator will run multiple DR programs to motivate con-
sumers for benefiting transmission system operations by actively
reducing or increasing electricity consumption [41]. Typically,
ancillary service market programs allow consumers to act as re-
serve service providers for providing operating reserve on equal
terms with the generators [41]. During the operating hours, in
order to correct the imbalance between generation and demand,
the system operator will instruct reserve service providers about
when and how much the operating reserves to be deployed and
recovered [34].

Small consumers, including the owners of ACs, are grouped
by aggregators to bid in the market because the limited ca-
pacity of individual consumer cannot fulfill the requirement on
the minimum amount of bids in the spot market [39]. Depend-
ing on the specific design and structure of a DR program, the
aggregators can be distribution system operators, load-serving
entities, or DR providers [41]. By signing contracts with con-
sumers, aggregators can control ACs at the permitted periods
[34]. If the bids from aggregators for the provision of operating
reserve are accepted in the market, the aggregators will respond
to the instructions from the system operator by regulating the
controllable ACs with the proposed sequential dispatch strat-
egy during the operating hours. On this basis, aggregators will
send instruction signals to the smart controllers of the ACs to
be dispatched [38].

It is assumed that the ACs are installed with smart controllers,
which share the functions of communication, sensor and control

Fig. 5. Principle of the sequential dispatch strategy.

[42]. The smart controllers enable consumers to easily set the
parameters, such as the temperature ranges, controllable peri-
ods and control modes [9], [43]. After receiving the instructions
from aggregators, the smart controllers will then control ACs
with local embedded control strategy according to the parame-
ters set by consumers.

B. Sequential Dispatch Strategy of ACs to Mitigate the
Lead-Lag Rebound Effect

In order to mitigate the rebound load and thus enable the
flexible control of duration time, a sequential dispatch strategy
of ACs is proposed. The principle of sequential dispatch strategy
is shown in Fig. 5. The rebound capacity can be considered to
be an updated required reserve capacity. If ACs are divided into
several groups and if the reserve capacity of each group is equal
to the rebound capacity caused by the previous group, then the
rebound load of the previous group is mitigated entirely.

The first group of ACs is dispatched when receiving reserve
deployment instruction at tins . The required reserve capacity
of the first group is equal to the value instructed by the system
operator:

RC∗
1

(
θ+ ,θ−,γ

d/r
1 ,S1 , tins

)
= RC∗ (15)

The latter groups of ACs are dispatched continuously to mit-
igate the rebound load caused by the previous group.

RC∗
k

(
θ+ ,θ−,γ

d/r
k ,Sk , τk

)

= BCk−1

(
θ+ ,θ−,γ

d/r
k ,Sk−1 , τk−1

)
(16)

The process of sequential dispatch terminates when the re-
bound capacity is sufficiently small. Note that the stabilized
aggregate power also fluctuates within a range and the fluctu-
ations will increase with larger number of ACs. Therefore, the
termination condition of the sequential-dispatching process is
set as a value proportional to the aggregate power at tins . β de-
notes the proportional coefficient of the termination condition,
and its value can be set according to the power volatility PV
in steady state. Suppose the rebound load has been mitigated
entirely when:

BCk ≤ β% · Pk (uk , τk , tins) (17)

As illustrated in Figs. 1 and 2, the rebound load and the fluc-
tuations of aggregate power are highly relevant to the temporary
synchronization of the ACs. Existing methods on avoiding the
synchronization of ACs can be classified into two categories.
The first is to track power profiles by subtle changes of the set
point temperature in real time based on two-way communica-
tion between control center and ACs [33], [44], [45]. In [33]
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Fig. 6. Three-layer structure for the implementation of sequential dispatch
strategy.

and [44], synchronization of homogenous ACs is governed by
broadcasting subtle temperature set point changes as the out-
put signal of a feedback-controller. Reference [45] includes AC
parameter heterogeneity by controlling the on/off states of ACs
based on the state bin transition model. However, this method
requires careful tuning of parameters for specific scenarios and
is difficult to be applied to the control of ACs with changes of
set point temperature. Therefore, this approach is more suitable
for the provision of load following or regulation services, which
usually accommodate ACs with fast communication equipment
and control ACs through subtle changes of set point temper-
ature frequently (e.g., minute-to-minute changes of set point
temperature smaller than 0.1◦ C [33]).

The second is to implement the shift in the set point tempera-
ture according to safe protocols embedded in the smart controller
of each individual AC [36], [46]–[48]. References [36] and [46]
propose several safe protocols to generate different power pulse
shapes and avoid the sudden changes of ACs’ state, which have
been proved to effectively avoid the synchronization for both
heterogeneous and homogeneous ACs with different changes
of set point temperature [47], [48]. Therefore, such approach
based on safe protocols is more suitable for providing operat-
ing reserve in this paper, which controls heterogeneous ACs
with larger changes of set point temperature for only two times
(one at the reserve deployment time instant and the other at
the recovery time instant). Among all the safe protocols pro-
posed in [36] and [46], the safe protocol-2 (SP-2) can reduce
power fluctuations to the lowest level and is adopted in this
paper.

Implementation of the sequential dispatch strategy coordi-
nated with the SP-2 is illustrated in Fig. 6. The smart controller
of the i-th AC is abbreviated to SCi . Firstly, according to the re-
quirements of operating reserve on the capacity dimension and
the time dimension, the sequential-dispatching controller opti-
mizes the use of all the controllable ACs under an aggregator
with the proposed sequential dispatch strategy. The sequential-
dispatching controller will then send signals to the smart

controllers of ACs in group k about the reserve deployment
time instant and the changes of set point temperature. Secondly,
after receiving the instructions from the sequential-dispatching
controller, the control of ACs will follow SP-2, which is embed-
ded in the smart controller of an individual AC. In this way, the
fluctuations of aggregate power can be largely reduced without
adding additional computational burden between aggregators
and consumers. Thirdly, the detailed information of the reserve
deployment is feedback to aggregators.

C. Capacity-Time Co-Optimization of Sequential Dispatch
Process During the Reserve Deployment Period

The dispatch time instant and available reserve capacity of
each AC group are co-optimized to make full use of ACs’ po-
tential for the provision of operating reserve. For clarity, the
subscript d and r denote the parameters of reserve deployment
period and the recovery period, respectively. Fig. 5 shows that
the dispatch time instant τd

k of group k greatly influences the
performance of dispatching group k to mitigate the rebound
load caused by group k-1. For example, if group k is dispatched
too early, then the rebound load of group k and group k-1 will
accumulate, resulting in higher rebound load. By contrast, if
group k is dispatched too late, then the aggregate power will
still rebound until group k is dispatched. Therefore, the deploy-
ment time instant τd

k of group k is optimized to minimize the
deviation between the actual power difference and the required
value RC∗, that is,

min
τ d

k

SD
ti n s →tr t

k

⎧
⎨

⎩

⎛

⎝
k∑

j=1

PDj

(
θ+ ,θ−,γd ,Sd

j , τ
d
j , t
)

⎞

⎠− RC∗

⎫
⎬

⎭

(18)

The largest available reserve capacity of an AC group can
be calculated when the set point temperature of all the ACs are
changed to the bound set by consumers. Aggregators tend to
make the most of the available reserve capacity to earn more
benefits. Therefore, the selection of ACs Sd

k in group k and
the corresponding changes of set point temperature γd

k are op-
timized to follow the requirements of reserve capacity with
minimum available reserve capacity:

min
Sd

k ,γd
k

RCd
k

(
θ+ ,θ−, �γd ,Sd

k , τ d
k

)
(19)

where �γd is the maximum changes of the set point temperature
within the bound set by consumers. In other words, �γd = γ̄d for
load-reduction in summer or load-increase in winter, �γd = γ

−
d

for load-increase in summer or load-reduction in winter.
Equations (18) and (19) form a bi-level optimization:

min
τ d

k

SD
ti n s →tr t

k

⎧
⎨

⎩

⎛

⎝
k∑

j=1

PDj (θ+ ,θ−,γd
j ,S

d
j , τ

d
j , t)

⎞

⎠− RC∗

⎫
⎬

⎭

(20)

s.t. τd
k > τd

k−1 (21)

τd
k < tins + DT ∗ (22)
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[
Sd

k , γd
k

]
= arg min RCd

k

(
θ+ ,θ−, �γd ,Sd

k , τ d
k

)
(23)

s.t. RCd,∗
k

(
θ+ ,θ−,γd

k ,Sd
k , τ d

k

)

= BCd
k−1

(
θ+ ,θ−,γd

k−1 ,S
d
k−1 , τ

d
k−1
)

(24)

γ
−

d ≤ γd
k ≤ γ̄d (25)

k∑

j=1

N m a x
∑

i=1

sd
j,i × vi ≤

N m a x
∑

i=1

vi (26)

The high-level problem (20)–(22) optimize the deployment
time instant of group k to minimize the deviation between the
actual power difference and the required value. Equation (21)
ensures that the deployment time instant of the current group
is later than the previous group, while (22) limits the dispatch
operation within the required duration time DT ∗. The low-level
problem (23)–(26) optimize the selection of ACs in group k and
the corresponding changes of set point temperature to follow
the requirements of reserve capacity with minimum available
reserve capacity of ACs. Equation (24) constraints the reserve
capacity of group k according to the rebound capacity of the
previous group. Equation (25) limits the changes of the set
point temperature within the range set by the consumers. Equa-
tion (26) constraints the total number of dispatched ACs within
maximum number of available ACs. The bi-level optimization
formed by (20)–(26) is a mixed integer nonlinear bi-level pro-
gramming problem. Genetic algorithm (GA) provides a flexible
modeling framework that allows considering the nonlinearities
and non-convexities associated with the mixed integer nonlinear
bi-level programming problem [49]. Therefore, GA is applied
to solve the bi-level optimization formed by (20)–(26) in this
paper.

The optimization of the low-level problem (23)–(26) cannot
continue when (24) and (26) cannot be satisfied at the same
time. In other words, the remaining ACs are not adequate to
mitigate the rebound load caused by the previous group entirely.
K denotes the number of all the dispatched AC groups during
the reserve deployment period. In this case, the units belonging
to the K-th group are selected as the remaining ACs:

Sd
K = V −

K−1∑

j=1

Sd
j (27)

After all the available ACs have been dispatched, the sequen-
tial dispatch process is terminated. Hence, the duration time
is determined by the rebound time instant of group k and is
represented by:

DT = trt
K − tins (28)

D. Capacity-Time Co-Optimization of Sequential Dispatch
Process During the Recovery Period

ACs will be recovered to the initial states when the dura-
tion time reaches the required value. Sequential dispatch strat-
egy can also be utilized to mitigate the lag rebound. Since the
ACs to be recovered are the same as those dispatched during
the reserve deployment period, there is no need to conduct the

optimization revealed in (23)–(26). Equation (25) has ensured
that the changes of set point temperature are within the range set
by consumers and therefore the consumers’ basic comfort levels
can be guaranteed. However, consumers’ thermal comfort lev-
els will still decrease with longer deployment duration or larger
changes of the set point temperature [42]. In order to avoid
the further dissatisfaction of consumers, ACs with the lowest
comfort levels should be recovered earlier. DTmax

i denotes the
maximum allowable control duration of the i-th AC according
to the contract with the aggregator. The objective function to
determine ACs in the q-th group is then represented by (29), so
that the ACs with the lowest thermal comfort levels are selected
to be recovered.

min
Sr

q

N m a x
∑

i=1

K∑

m=1

(

1 − τ r
q − τd

m

DTmax
i

· γd
m,i

�γd
i

)

· sd
m,i · sr

q,i (29)

Similar with the reserve deployment process, the optimization
of the recovery time instant τ r

q and the selection of ACs Sr
q of

group q form bi-level optimization:

min
τ r

q

SD
te n d →tr t

q

⎧
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⎩

⎛

⎝
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⎫
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(30)

s.t. τ r
q > τr

q−1 (31)

τ r
q < tend + μ (32)
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l,i , i = 1, 2, . . . , Nmax

)

(36)

Sr
q ≤

K∑

m=1

Sd
m −

q−1∑

l=1

Sr
l (37)

The high-level problem (30)–(32) optimize the recovery time
instant of group q, which is similar to (20)–(22). μ denotes
the duration in which the recovery process has to be finished.
Therefore, the high-level optimization is limited within the pe-
riod [tend , tend + μ]. The low-level problem (33)–(37) optimize
the selection of ACs in group q so that the ACs with the
lowest thermal comfort levels are recovered earlier. Equation
(34) resets the set point temperature to its original value. In other
words, the aggregate power of ACs cannot be flexibly controlled
with changing set point temperature. Therefore, (35) represents
that the rebound load of group q–1 is mitigated entirely by the
reserve capacity of group q when their difference is smaller than
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TABLE I
AC PHYSICAL PARAMETERS

Normal distribution with the mean value of μ and the standard deviation of σ is
abbreviated to N (μ, σ 2 ); uniform distribution with the minimum and maximum value
of a and b, respectively, is abbreviated to U(a,b).

p
−
, which denotes the minimum power of the remaining ACs and

is calculated as (36). Equation (37) constraints ACs in group q
within dispatched ACs that have not been recovered.

Considering that the operation process of an individual AC
is described by the general state model for TCLs in (1), the
proposed method may be applied to other TCLs, such as re-
frigerators, heat pump space heaters and electric water heaters
[50]. Statistical data have shown that TCLs account for 48%,
35%, 40% and 51% of residential electricity consumption in
the U.S. [51], the UK [52], Australia [53] and China [54], re-
spectively. Therefore, the proposed method could be applied to
different regions considering the widespread of TCLs. Among
all the common TCLs, the cycle time of AC is relatively short,
leading to a short deployment duration constrained by the lead
rebound. Therefore, AC is taken as a typical type of TCL to
show the effect of the lead-lag rebound and the effectiveness of
the proposed strategy.

V. CASE STUDIES AND SIMULATION RESULTS

Case studies are conducted to validate the effectiveness of the
sequential dispatch strategy for providing operating reserve with
various duration time. First, the potential of ACs for the provi-
sion of operating reserve is evaluated by the sequential dispatch
of ACs without the recovery program. Second, the performance
of the sequential dispatch and recovery strategy is verified by the
reserve deployment of ACs with various required reserve capac-
ity and duration time. Furthermore, operating reserve provided
by ACs are used to relieve congestion resulted from system
peak load in IEEE-30-bus test system. On this basis, different
dispatch strategies of ACs in existing research studies are com-
pared to verify the necessity of mitigating lead-lag rebound with
the proposed sequential dispatch strategy.

An aggregator with controllable ACs in a residential area
in summer, which is when all of the ACs operate in cooling
mode, is modeled. The simulation parameters are illustrated in
Table I. The operation parameters of ACs are generated from
a pilot study which obtained spinning reserve from responsive
air conditioning loads at a motel over a year [55]. The coef-
ficient of performance COPi of the i-th AC is set according
to [56], which generates this parameter from AC operating data

Fig. 7. Operating reserve provided by ACs when receiving reserve deploy-
ment signal at 16:00. (a) RC ∗ = 5 MW N m ax = 60,000. (b) RC ∗ = 5 MW
N m ax = 25,000. (c) RC ∗ = 15 MW N m ax = 60,000.

published by Bosch Termoteknik. Thermal parameters of rooms
are set according to [33], which lists the bulk thermal properties
of buildings from measurement data in experimental studies. It
is assumed that aggregators are permitted to control the ACs for
at least one hour by contract. The ambient temperature is set as
32◦ C. The temperature dead band and the maximum changes
of set point temperature are set to 1◦ C and 2◦ C, respectively.
The proportional coefficient β% in (17) is set as 10%.

A. Evaluation of ACs’ Potential for the Provision of
Operating Reserve

This case simulates the reserve deployment of ACs without
the recovery program, through which the maximum duration
time corresponding to the required reserve capacity RC∗ can
be observed. ACs are dispatched to provide load-reduction ser-
vice at the time 16:00. The dynamics of the sequential dispatch
process of Nmax ACs are demonstrated in Fig. 7. The aggre-
gate power of all dispatched ACs is labeled as AG-Total, below
which the aggregate power of the g-th group is labeled as AG-g.
The number of ACs and the dispatch time instant of the g-th
group τg are shown in Table II.

The curve of AG-Total in Fig. 7(a) shows that aggregate power
of all the dispatched ACs decreases from 12 MW to 7 MW after
receiving the reserve deployment signal and maintains at 7 MW
since then. Hence, the lead rebound is eliminated entirely after
the sequential dispatch of five groups of ACs (shown by AG-1
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TABLE II
DISPATCH RESULTS OF ACS DURING THE RESERVE DEPLOYMENT PERIOD

Fig. 8. Maximum duration time corresponding to different numbers of con-
trollable ACs and different required reserve capacity.

to AG-5) when Nmax is 60,000. By contrast, RC∗ in Fig. 7(a) is
the same with that in Fig. 7(b), while Nmax of the latter is 35,000
smaller than the former. Table II shows that the dispatch results
of AG-1 and AG-2 are the same. However, all the remaining
ACs in Fig. 7(b) are utilized in AG-3 and the curve of AG-
Total in Fig. 7(b) shows that the aggregate power of dispatched
ACs rebounds at around 16:45. Hence, 25,000 controllable ACs
are not sufficient to mitigate the rebound load entirely and the
maximum duration time is only about 45 minutes. On the other
hand, Nmax in Fig. 7(a) and Fig. 7(c) is the same and equals to
60,000, while RC∗ of the latter is 10 MW higher than the former.
The curve of AG-Total in Fig. 7(c) shows that the aggregate
power of dispatched ACs rebounds at around 16:25. Fig. 7(c)
and Table II show that after the dispatch of two groups (AG-1 and
AG-2), all the controllable ACs are utilized. Therefore, 60,000
controllable ACs are not sufficient to mitigate the rebound load
entirely when RC∗ is 15 MW and the maximum duration time
is only about 25 minutes. Consequently, there exists constraints
between the feasible reserve capacity and feasible deployment
duration, both of which are also limited by total number of
controllable ACs.

In order to evaluate ACs’ potential for the provision of operat-
ing reserve, the maximum duration time DTmax corresponding
to different numbers of controllable ACs and RC∗ is simu-
lated, as demonstrated in Fig. 8. In this way, the feasibility
ranges of operating reserve are the areas below the surface in
Fig. 8. The simulation cases are conducted on a PC with In-
tel 2.3 GHz 2-core processor (4MB L3 cache), 8 GB memory.
The computational time of the sequential dispatch and recovery
process when Nmax controllable ACs are required to provide
reserve capacity of RC∗ for DTmax is shown in Fig. 9. Since all
the ACs are assumed to be controllable for at least one hour, the

Fig. 9. Computational time corresponding to different numbers of controllable
ACs and different required reserve capacity.

longest deployment duration is set as 60 min, after which the
sequential dispatch procedure will stop. For a given number of
ACs, if the maximum duration time in Fig. 8 equals to 60 min,
the computational time in Fig. 9 increases with RC∗ because
more ACs are dispatched with larger RC∗. On the other hand,
if the maximum duration time in Fig. 8 is smaller than 60 min,
all the controllable ACs are dispatched to fulfill the requirement
of RC∗. The computational time in Fig. 9 decreases with RC∗

because less groups of ACs will be dispatched/recovered with
larger RC∗. Hence, the computational time reaches the maxi-
mum value when DT ∗ has just reached 60 min. The maximum
computational time in Fig. 9 is 248 s, which is corresponding to
the provision of 12 MW reserve capacity for 60 min with 70,000
ACs.

For a given number of ACs, the maximum duration time
decreases with the increase of RC∗. Consequently, reserve ca-
pacity in Fig. 8 reaches the maximum value when the maximum
duration time equals to the required value DT ∗. Assume that
the required duration time is 30 min [31], the maximum reserve
capacity corresponding to the number of controllable ACs is
plotted on the bottom of Fig. 8, which shows that the maxi-
mum reserve capacity is 14.09 MW when there are 60,000 ACs.
Hence, when RC∗ is lower than 14.09 MW, ACs can fulfill the
requirements of duration time, as illustrated in Fig. 7(a). By con-
trast, when RC∗ is 15 MW, the duration time is not enough, as
illustrated in Fig. 7(c). Therefore, the maximum reserve capacity
can be effectively evaluated according to the expected duration
time and total number of controllable ACs. Such evaluation is
helpful for the selection of RC∗ and DT ∗ in the following cases.

B. Provision of Operating Reserve With Various Duration
Time and Reserve Capacity

In this case, the ACs are required to provide operating reserve
with a specified reserve capacity RC∗ and a specified duration
time DT ∗. Hence, ACs should ensure that the lead rebound is
mitigated entirely during DT ∗, after which the recovery pro-
gram will be triggered. The maximum number of controllable
ACs is set as 60,000. The dynamics of reserve deployment with
the recovery process are shown in Fig. 10, in which the dispatch
results during the reserve deployment period and the recovery
period are separated by the dotted line. The room temperature
profile corresponding to the load control in Fig. 10(a)–(e) are
shown in Fig. 11(a)–(e), respectively. The indices for the simu-
lated case are presented in Table III. Standard deviation SD and
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Fig. 10. Sequential dispatch and recovery of ACs for the provision of operating reserve with various RC∗ and DT ∗. (a) RC ∗ = 5 MW, DT ∗ = 0.5 h.
(b) RC ∗ = 5 MW, DT ∗ = 0.2 h. (c) RC ∗ = 14 MW, DT ∗ = 0.5 h. (d) RC ∗ = 17 MW, DT ∗ = 0.36 h. (e) RC ∗ = 21 MW, DT ∗ = 0.2 h.

Fig. 11. The room temperature profile of ACs for the provision of operating reserve with various RC∗ and DT ∗. (a) RC ∗ = 5 MW, DT ∗ = 0.5 h.
(b) RC ∗ = 5 MW, DT ∗ = 0.2 h. (c) RC ∗ = 14 MW, DT ∗ = 0.5 h. (d) RC ∗ = 17 MW, DT ∗ = 0.36 h. (e) RC ∗ = 21 MW, DT ∗ = 0.2 h.

TABLE III
INDICES OF THE OPERATING RESERVE WITH VARIOUS RC ∗ AND DT ∗

TABLE IV
DISPATCH RESULTS OF ACS DURING THE RESERVE DEPLOYMENT

PERIOD AND THE RECOVERY PERIOD

power volatility PV are the values for the load recovery process.
The threshold of valid reserve capacity calculated by (8) is set
between 0.9 · PDmax

g and PDmax
g . The number of ACs and the

dispatch/recovery time instant of the g-th group τg are shown in
Table IV.

Aggregate power of all dispatched ACs maintains at the re-
duced value during the reserve deployment period and returns
the initial value steadily after receiving the recovery signal, as is
illustrated by the curve of AG-Total in Fig. 10. This means that
both the lead rebound and lag rebound are mitigated entirely
by dispatching different AC groups in sequence. Dynamics of
reserve deployment are various with different DT ∗ and RC∗.
On the one hand, RC∗ in Fig. 10(a) and (b) is the same (5 MW),
while DT ∗ of the latter is 0.3 h lower than the former. Table IV
shows that only 14,143 ACs dispatched at 16:00 are enough to
realize the deployment duration of 0.2 h in Fig. 10(b), while
another 8,143 ACs are dispatched at 16:21 in Fig. 10(a) to
extend the deployment duration to 0.5 h. Hence, ACs are di-
vided into more groups to be recovered in Fig. 10(a), leading
to the decrease of PV by 2.11%(= 5.86% − 3.75%) compared
to that in Fig. 10(b), as shown in Table III. Fig. 11(a) and
(b) show that the reduced deployment duration in Fig. 10(b)
leads to the decreased changes of set point temperature by
approximately 0.5◦ C compared to that in Fig. 10(a). How-
ever, the ramp time of Fig. 10(b) during the recovery pe-
riod is 3.09 min (= 12.08min − 8.99min) longer than that in
Fig. 10(a). This is because ACs in Fig. 10(b) have just reached
the new temperature hysteresis band when they are recovered
to the initial states and therefore it takes longer to migrate to
the initial temperature hysteresis band according to the rule of
SP-2 [34].

On the other hand, DT ∗ in Figs. 10(a) and (c) is the same
(0.5 h), while RC∗ of the latter is 9 MW higher than the former.
It can be seen from Table IV that ACs are divided into two groups
to be dispatched and five group to be recovered both in Fig. 10(a)
and (c). Table III shows that such increase of RC∗ leads to the in-
crease of SD from 0.30 MW to 0.83 MW, while PV is similar. All
of the controllable ACs are utilized for the provision of operating
reserve in Fig. 10(c)–(e), where the percentage of power reduc-
tion are 63.6%, 80% and 100%, respectively. DT ∗ in Fig. 10(c)–
(e) is set as the maximum deployment duration obtained from
Fig. 8. Similar to Fig. 10(b), ACs are divided into less group
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Fig. 12. Diagram of IEEE-30 bus system.

to be recovered during the recovery period in Fig. 10(e), lead-
ing to the increase of PV by 1.75% (= 5.71% − 3.96%) than
that in Fig. 10(c) and 1.52% (= 5.71% − 4.19%) than that in
Fig. 10(d). Hence, shorter duration time and larger reserve ca-
pacity will lead to larger fluctuations of aggregate power. As a
result, the possible reserve capacity and duration time should
be constrained by the maximum power fluctuations, which is
quantified by SD and PV. Moreover, Table III shows that the
ramp time of reserve deployment is within 5.98 min, which can
fulfill the requirement on ramp time of 10-min spinning reserve,
30-min spinning reserve, etc. [31]. The ramp time during the
recovery period is within 12.19 min, which is also shorter than
the maximum limit (between 15 min to 90 min) for different
types of operating reserve [57]. Therefore, the sequential dis-
patch strategy of ACs can mitigate both the lead rebound and lag
rebound entirely, which enables flexible control of the duration
time and reserve capacity to fulfill the requirements of different
types of operating reserve.

C. Comparison of Different Dispatch Strategy of ACs for the
Provision of Operating Reserve

In order to validate the necessity of mitigating both the lead
rebound and lag rebound, the operating reserve provided by
ACs is utilized to relieve congestion resulted from the system
peak load in IEEE-30-bus test system [58], diagram of which
is shown in Fig. 12. To obtain the load patterns for the summer
day, 1.23% of the historical hourly load in the COAST weather
zone in Electric Reliability Council of Texas (ERCOT) in 24th
August 2017 is utilized to generate the total system load [59]. In
this way, the peak of total system load equals to approximately
120% of the load demand in standard IEEE-30-bus test system
[58]. The profile of total system load [59] and the corresponding
ambient temperature [60] are shown in Fig. 13.

Figure 13 shows that the system peak load exists at around
15:00. At 16:00, ACs located from bus 14 to 24 provide op-
erating reserve of 14 MW as illustrated by Fig. 10(c), which
accounts for 15% of the electricity consumption in these buses.
The operating reserve provided by ACs is replaced by 30-min
operating reserve at 16:30, after which ACs are recovered to

Fig. 13. Total system load and ambient temperature at each time instant.

Fig. 14. Number of controllable ACs and the potential reserve capacity at
each time instant.

the initial states. The total number of controllable ACs located
from bus 14 to bus 24 is generated from the consumer travel
habit data collected by National Household Travel Survey [61]
and is shown by the bars in Fig. 14. The total aggregate power
corresponding to the controllable ACs is shown by the square-
scattered lines in Fig. 14. The distribution of controllable ACs
located from bus 14 to bus 24 is proportional to the base load in
these buses [58]. Locational marginal price (LMP) at each bus
is evaluated by optimal power flow (OPF).

The proposed sequential dispatch strategy (SDS) is compared
with the four other methods, which includes: 1) GDS [17], [27]:
The concept of grouping devices to reduce the lag rebound
in existing literatures, which divide ACs into several groups
and recover them at a regular time interval. In this case, ACs
are divided into three groups to be dispatched every 10 min
and divided into five groups to be recovered every 10 min. In
addition, the control of ACs in each group also follows safe
protocol-2, which is the same as the proposed SDS; 2) RDS
[13]: Randomizing the deployment/recovery of ACs over time,
which is the most common way to mitigate the demand response
rebound in existing researches. In this case, the deployment
and recovery of ACs are randomized between 0 and 10 min;
3) SP-2 [36]: The safe protocol-2 to avoid synchronization of
ACs, which reduces the power fluctuations and the level of
demand response rebound; 4) CDS [62]: Traditional centralized
dispatch strategy in which all the ACs are deployed/recovered
when receiving reserve deployment/recovery signal instantly.

The total system load profile after the reserve deployment of
ACs controlled by different dispatch strategies at 16:00 is shown
in Fig. 15. The indices for the simulated cases are presented in
Table V. Branch m-n denotes the branch between bus m and bus
n. The branch loading index (BLI) in branch 21-22 and branch
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Fig. 15. Total system load after the reserve deployment of ACs controlled by
different dispatch strategies at 16:00.

TABLE V
INDICES OF THE OPERATING RESERVE PROVIDED BY ACS

WITH DIFFERENT DISPATCH STRATEGIES

15-23 are shown by curves in Fig. 16. LMP in 5-minute intervals
in bus 21 is shown by the bars in Fig. 16.

The profile of BLI in Fig. 16 shows that congestion exists
in branch 21-22 and branch 15-23 since 15:00 because of the
system peak load, leading to the increase of LMP from 44$/MW
to 72$/MW. The deployment of operating reserve provided by
ACs at 16:00 relieves the congestion and reduces the LMP from
72$/MW to 44$/MW. Table V and the deployment segment from
16:00 to 16:30 in Fig. 15 show that the lead rebound is mitigated
entirely in SDS. Accordingly, LMP in Fig. 16(a) remains at the
level of 44$/MW after 16:00.

Similar to SDS, GDS can also mitigate the lead rebound en-
tirely. However, the ramp time prolongs to 23.40 min, which
cannot fulfill the requirement of many types of operating re-
serves (e.g., 10-min spinning reserve). By contrast, RDS, SP-2
and CDS cannot mitigate the lead rebound entirely and the value
reaches 12.02 MW, 6.13 MW and 15.63 MW, respectively. Com-
pared to CDS and RDS, almost all the power fluctuations are re-
moved by SP-2. However, SP-2 cannot entirely mitigate the lead
rebound either and the aggregate power still rebound within the
required duration time. Consequently, the actual duration time is
only 19.27 min, which is shorter than DT ∗ (30 min). Congestion
still exists during the reserve deployment period and the LMP
increases to the level of 72$/MW again, as shown in Fig. 16(c)–
(e). Therefore, it is crucial to mitigate the lead rebound entirely
so that the duration time can be flexibly controlled.

On the other hand, Table V and the recovery segment from
16:30 to 18:00 in Fig. 15 show that the lag rebound is also
mitigated entirely by SDS, but cannot be mitigated entirely by
RDS, SP-2 and CDS, whose lag rebounds reach 16.71 MW,
17.89 MW and 30.45 MW, respectively. As a result, the
aggregate power attained by RDS, SP-2 and CDS are very large,

Fig. 16. Locational marginal price in 5-minute intervals in bus 21 and branch
loading index of the congestion branches corresponding to different control
strategies. (a) SDS. (b) GDS. (c) RDS. (d) SP-2. (e) CDS.

resulting in the increase of LMP to over 72$/MW. Because of
lacking the co-optimization among the reserve capacity and dis-
patch time instant of different AC groups in GDS, a rebound
peak of 5.22 MW still exists at around 17:10, leading to the
increase of LMP to around 67$/MW. It is required to mention
that although the ramp time in SDS and SP-2 is a little longer
than that in CDS and RDS, it can fulfill the requirements of most
types of operating reserve. Therefore, the proposed SDS is better
than the other dispatch strategies on the entire mitigation of the
lead-lag rebound attained by the capacity-time co-optimization
during the reserve deployment/recovery process.

VI. CONCLUSION

This paper presents a novel sequential dispatch strategy of
ACs for the provision of the operating reserve. The impacts of
the lead-lag rebound on the capacity dimension and the time
dimension are quantified by a proposed evaluation framework.
Illustrative results demonstrate that the sequential dispatch strat-
egy and recovery algorithm enable ACs to provide operating
reserve with multiple duration time. The maximum reserve ca-
pacity and the corresponding feasible duration time range are
constrained by parameters including the total number of ACs
and the power volatility limit. Aggregators should carefully bal-
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ance these constraints to determine the reserve capacity and du-
ration time. Moreover, the comparison of the proposed strategy
with other methods illustrates that the proposed capacity-time
co-optimization among different AC groups enable the entire
mitigation of the lead-lag rebound. In this way, ACs can be uti-
lized to relieve congestion or reduce peak load without adding
additional burden to the power system.
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