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Abstract: Traditional active power sharing in microgrids, achieved by the distributed average consensus, requires each 
controller to continuously trigger and communicate with each other, which is a wasteful use of the limited computation and 
communication resources of the secondary controller. To enhance the efficiency of secondary control, we developed a novel 
distributed self-triggered active power-sharing control strategy by introducing the signum function and a flexible linear clock. 
Unlike continuous communication–based controllers, the proposed self-triggered distributed controller prompts distributed 
generators to perform control actions and share information with their neighbors only at specific time instants monitored 
by the linear clock. Therefore, this approach results in a significant reduction in both the computation and communication 
requirements. Moreover, this design naturally avoids Zeno behavior. Furthermore, a modified triggering condition was 
established to achieve further reductions in computation and communication. The simulation results confirmed that the 
proposed control scheme achieves distributed active power sharing with very few controller triggers, thereby substantially 
enhancing the efficacy of secondary control in MGs.
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0  Introduction 

To jointly cope with the critical challenges posed by 
climate change, the Chinese Government promised that it 
will strive to achieve peak carbon emissions by 2030 and 
carbon neutrality by 2060. Consequently, China decided 
to construct a new power system using renewable energy 
(RE) as the main source of power generation. Therefore, 
RE sources (e.g., photovoltaic and wind power) are being 
rapidly developed and integrated into new power systems 
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to combat climate change [1, 2]. However, uncertainties 
caused by the high penetration of RE would disturb the 
stable operation of power systems. Therefore, in the future, 
a new power system — distributed RE — must be utilized 
for system regulation.

To promote the effective utilization of RE, microgrids 
(MGs) are considered a promising solution for coordinating 
multiple distributed generators (DGs), such as photovoltaic 
units and wind turbines, within an area [3, 4]. The 
operational flexibility of MGs is crucial for enhancing 
the power supply reliability of RE, which can help reduce 
carbon emissions. MGs can be connected to the main 
power grid for operation or can operate independently 
from the grid. Diverse advanced control strategies have 
been explored to enhance MG flexibility. Among them, the 
hierarchical control structure stands out as the most widely 
adopted approach for constructing control systems [5-7] 
and is composed of primary, secondary, and tertiary control 
layers.

Among the three control layers, secondary control is 
of great importance for RE-based DGs to participate in 
the system regulation of islanded MGs. Thus, the present 
study focused on the secondary control of MGs. Typically, 
a centralized control structure is employed as secondary 
control in MGs [8]. However, centralized communication 
involves complicated networks and is plagued by a single 
point of failure. The centralized communication mode also 
exhibits poor scalability, making it unsuitable for MGs 
with numerous DGs. In response to these limitations, recent 
advancements have resulted in the integration of multi-
agent system-based control strategies in the secondary 
control of MGs to enhance reliability and scalability [9]. 
Consequently, distributed secondary control has emerged 
as a preferred control scheme [10]. Numerous distributed 
secondary controls for MGs have been reported in the 
literature [11-14]. However, the majority rely on continuous 
time–based control and communication assumptions, 
which can result in the inefficient utilization of the limited 
communication and computing resources of local controllers [15].  
Therefore, traditional distributed secondary control is 
unsuitable for scenarios in which a new power system will 
accommodate large-scale RE-based DGs in the near future.

To enhance efficiency, the implementation of distributed 
secondary control can minimize control actions and 
communication requirements by activating control processes 
only when necessary. This can be accomplished by using 
event-triggered mechanisms [16]. Consequently, numerous 
researchers have focused on developing distributed event-
triggered controllers to address frequency restoration or 
power-sharing challenges with reduced communication 

requirements.
For instance, in [17], a sampling and holding scheme 

was introduced to realize reactive power-sharing control 
in MGs to minimize communication requirements. In 
[18], a distributed event-triggered control approach was 
developed for frequency restoration supported by distributed 
estimation. Furthermore, in [19], a distributed event-
triggered scheme was proposed to facilitate active power-
sharing control. Subsequently, through the decoupling of 
frequency restoration control, both active power sharing 
and frequency restoration control are realized using reduced 
communication requirements. To enhance convergence 
performance, in [20], the authors presented proportional-
integral (PI) distributed event-triggered secondary control. 
Subsequently, in [21], the authors explored a finite-
time distributed event-triggered secondary frequency 
and voltage control for islanded AC microgrids, aiming 
for system convergence within a specified time frame. 
Considering the nonlinear dynamics and unknown external 
disturbances, the authors of [22] constructed a hybrid 
event-triggered mechanism for the secondary control of 
frequency and voltage in islanded MGs according to the 
controller proposed in [23], which can reduce the triggers 
of controllers while alleviating external disturbances. 
To address denial-of-service attacks, in [24], the authors 
presented an event-triggered secondary control based on 
model-free prediction control. Nonetheless, most of the 
proposed controllers activated by events require constant 
monitoring of the triggering conditions, leading to a 
subsequent escalation in the computational burden. To 
overcome this deficiency, in [25], the authors attempted to 
extend the checking intervals to reduce the computation 
burden, and the upper boundary of the triggering condition 
checking period was derived to prescribe the checking 
intervals. However, this approach is ineffective when the 
triggering function is relatively complex. A more effective 
way to reduce computational requirements is to design a 
self-triggered mechanism that can predict the next event 
time instant using information from the preceding event [26]. 
For MGs, the earliest research on distributed self-triggered 
secondary control focused on active power-sharing control, 
as outlined in [27], utilizing the mechanism presented 
in [28]. Subsequently, the solutions for both frequency 
restoration and active power-sharing control were solved 
by the authors of [29] through the development of a novel 
distributed self-triggered mechanism. For the self-triggered 
mechanism, the usual method is to calculate the next event 
time according to the local and neighboring information 
and the reference event-triggered condition. Currently, the 
simplest calculation for the next event time is to solve a 
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quadratic function at each time instant, which would also 
cause a computational efficiency problem for a controller 
with a number of neighbors. Specifically, although the self-
triggered secondary controller mentioned above can reduce 
the computational frequency, it increases the computational 
complexity at each triggering time instant. This leads to an 
additional computational burden. To this end, eliminating 
the computation process at each triggering time instant of 
the self-triggered secondary control for better computation 
and communication efficiency motivated this research.

In this study, to alleviate both the communication and 
computational burdens on the secondary control system, 
a distributed self-triggered active power-sharing control 
strategy was proposed. The main contributions of this study 
are as follows:

1) A flexible distributed self-triggered mechanism was 
designed by introducing a signum function to prescribe the 
control speed and designing a linear clock to determine 
event times, which eliminates the process of triggering 
condition computing, enabling a fully distributed active 
power-sharing control without computation and very few 
communication requirements. Moreover, the inherent 
exclusion of the Zeno behavior can be achieved through this 
mechanism.

2) A changeable clock rate was introduced to enhance 
the robustness and flexibility of the distributed self-
triggered control. Therefore, the number of triggers can be 
tuned by adjusting the clock rate. The implementation of the 
flexible linear clock not only reduces the communication 
frequency but also significantly alleviates the computation 
requirements.

3) A modified triggering condition was developed to 
overcome the limitations of the proposed self-triggered 
controller, which would generate periodic triggers even 
during the steady state. With the incorporation of the 
modified triggering condition, the occurrence of triggers 
during steady states can be completely avoided, leading 
to a significant reduction in both communication and 
computation.

1  Model and control in MGs
1.1 Primary control of inverter-based DGs

In an MG with N RE-based DGs (such as photovoltaic 
units), the dynamics of each DG can be modeled as an 
inverter-based DG [26]. In each DG unit, a DC resource,  
DC/AC inverter, and LC filter form the hardware 
foundation. To make the DG generate the desired power 
output, the DG software is typically equipped with a 
cascading configuration involving inner current, inner 

voltage, and PWM controls. A detailed diagram of the 
control loops in a DG unit is shown in Fig. 1.

Fig. 1 Diagram of the detailed control loops in a DG

It is important to note that the inner control loops of a 
DG operate over very short timescales. Consequently, they 
can be neglected when considering secondary control levels. 
Therefore, for brevity, we omitted the detailed dynamics of 
the inner control loop. More details on these control loops 
can be found in [28].

The primary control of a DG must provide references 
for the inner current and voltage control loops, which 
commonly employ a droop mechanism and emulate the 
behavior of traditional synchronous generators. The detailed 
relationships of the droop mechanism can be found in [29-35]. 
of note, this primary control is local and does not involve 
communication.

As mentioned earlier, this droop mechanism–based 
primary control can lead to deviations in the frequency 
and voltage following disturbances. Therefore, secondary 
control is required to restore the deviations induced by this 
droop mechanism–based primary control, especially for an 
MG working in the islanded mode.

1.2  Distributed secondary control of inverter-
based DGs

To address the frequency deviation caused by droop 
mechanism–based primary control, a secondary control is 
usually employed in the MG by regulating the set points of 
the primary control to restore the frequency to the nominal 
value and achieve a fair utilization profile of DGs. With 
a fair utilization profile, each DG contributes equally 
to sustaining the stable operation of the MG system, as 
outlined in the following equation

             
P P P1

P P
max max max
1 2= =

2

 =
N

PN  (1)
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The control objectives of frequency restoration and 
active power sharing can be mathematically expressed as 
follows:

           lim 0
t→∞

ω ωi − =r               (2a)

  lim 0,
t→∞ P Pi j

P
max max

i − = ≠
Pj i j       (2b)

where ω r  is the reference frequency of the MG.
To overcome the drawbacks of complexity and poor 

scalability, distributed secondary control is favored over 
traditional centralized secondary control owing to its better 
reliability and scalability.

Therefore, in this study, we focused on accurate active 
power sharing in an islanded MG. To achieve accurate 
distributed power sharing, an average consensus algorithm 
was introduced in [10]. The proposed controller ensures a 
fair utilization profile for each DG distribution, which can 
be mathematically expressed as follows:

                 u k a q qi P ij i j
P = − −

j
∑
∈ i

( )           (3)

where kP > 0  is a positive control gain; q P Pi i i= / max ;  
ui

P is the control input; aij is the ith row and jth column 
element of the adjacency matrix A of the communication 
network among DGs; aij =1  means that DG i and DG j can 
communicate with each other, and aij = 0 otherwise; and 
 i ij= { | 1}j a =  is a set of DG i’s neighboring DGs.

Because the primary task of an islanded MG is to 
ensure as much supply and demand balance as possible, it 
is crucial to uphold the value of the nominal frequency, for 
example 50 Hz. Therefore, in this study, we assumed that 
the DGs units are aware of the nominal frequency value 
when the MG operates in the islanded mode. Consequently, 
a straightforward PI control was used to synchronize the 
system frequency. Specifically, the frequency control input 
was designed as follows:

           u ti i i
ω = − + −α ω ω α ω ωp r I r( ) ( )d∫       (4)

where αP and αI are the proportional and differential 
coefficients, respectively.

Next, both secondary objectives can be realized by 
regulating the set point of the droop curve by [6]

may result in time delays or information congestion when 
regulating large-scale RE-based DGs. To address this issue, 
in Section 2, we introduced a flexible, distributed, and self-
triggered secondary control for active power sharing in 
MGs.

2  Flexible distributed self-triggered active 
power-sharing control

To effectively regulate active power sharing, a self-
triggered mechanism was elaborately designed by 
incorporating a signum function and a linear clock, with is 
explained in detail below.

2.1  Clock-based self-triggered mechanism design

First, for the brevity, the consensus error can be defined 
as follows:

            ce ( ) ( ( ) ( ))i ij i jt a q t q t= −
j
∑
∈ i

        (6)

Next, using the signum function, we defined a new 
function as follows:

               F xε ( ) = 


sign( ) if | |
0 otherwise,

x x
，

， ≥ε
        (7)

where ε  is positive and denotes a desired system convergence 
error.

To el iminate unnecessary computat ional  and 
communication processes, the following distributed 
self-triggered control protocol was designed using (8), 
accompanied by a flexible linear clock dynamic 

.
i ( )t h= − i ,  

which are expressed as follows:

                         




u t F t


.
i
P

i

( ) (ce ( ))

( ) ,t h

= −

= − i

ε


i
            (8)

where hi > 0  is the rate of the local clock at DG i, and

             ce ( ) ce ( ) for [ , ), i t t t t t= ∈i k k k
i i i

+1         (9)

where tk
i  represents the k-th (k=1,2,…) event time for DG i. 

This update rule means that ce ( ) i t  is only updated at event 
time tk

i . Otherwise, it remains unchanged during [ , )t tk k
i i

+1 .  
Accordingly, the specific relationship between ui

P  and qi 
can be expressed as follows:

                                   u ti
P ( ) = −







sign ( ( ) ( )) , if | ( ( ) ( )) |

0 otherwise.

 
  
 j j
∑ ∑
∈ ∈ i i

a q t q t a q t q tij i k j k ij i k j k
i i i i− −

，

≥ε
                 (10)

  ω ωi i i i i i= + + −* u u m Pω P           (5)

From (3),  we know that each controller must 
continuously compute the control input and communicate 
with its neighbors at each sampling time instant. This 

The event time of the controller can be defined as
                    t t t tk k i

i i= > =inf{ | ( ) 0}.−1           (11)
From the dynamics of 

.
i ( )t h= − i , we know that clock 

i ( )t  linearly decreases with time. The following evolution 
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principle of i ( )t  was designed to prescribe the triggers:

i ( )t+ =







max , , if ( ) 0

i ( ) , otherwise.t

 
 
 

β β εi i i

4 | | 4 | |
| ce ( ) |
 i i

t
i t =

  (12)

where parameter βi  indicates how conservative the 
controller is when planning the next triggering time instant, 
and | | i  is the cardinality number of  i .

Clock i ( )t  monitors triggering time instants and 
decreases with the linear dynamics of 

.
i ( )t h= − i . When 

i ( )t  decreases to zero, the controller is triggered (which is 
implied by (11)). Simultaneously, at this time instant, i ( )t  

is updated by max ,
 
 
 

β β εi i i

4 | | 4 | |
| ce ( ) |
 i i

t
. The underlying 

principle of this self-triggering mechanism is illustrated in 
Fig. 2.

Fig. 2 Dynamic evolution of i ( )t

The blue line in Fig. 2 represents the evolution 
of i ( )t  and the red line represents the value of 

max ,
 
 
 

β β εi i i

4 | | 4 | |
| ce ( ) |
 i i

t
. From the evolution of i ( )t , 

the next event time of DG i can be defined as follows:

        t tk k
i i
+1 = + 






4 | |

β
4 | |

h

i k

i i

h
β ε

| ce ( ) |

i i



i



i


t i

if | ce ( ) | .

if | ce ( ) |

i k

i kt

t i

i ≥

< ε

ε
      (13)

Consequently, for each DG i, a lower bound exists in 
the time interval between any two consecutive triggering 
instances: for any k ≥1 ,

                          t tk k
i i
+1 − ≥

4 | |
β ε


i

max

.           (14)

in which | | max{| |} max = i . Thus, Zeno behavior is 
naturally excluded in this mechanism.

It is also worth highlighting that the introduction of 
a linear clock eliminates the necessity for the controller 

0 t1
i t2

i ts

i

i(t)

max{              ，       }
βi|cei(t)|

4| i|

βiε
4| i|

t…

to consistently compute the triggering condition function 
compared with existing event-triggered controls, such as the 
controller proposed in [18]. This implies that the proposed 
self-triggering mechanism can improve the efficiency 
of the control system in terms of both computation and 
communication.

Specifically, the correctness and effectiveness of 
the proposed distributed self-triggered mechanism are 
demonstrated in the following theorem:

Theorem 1:  Consider  N  DGs units  in an MG 
communicating through a connected and undirected 
communication topology. Each DG is regulated by the 
control system defined in (8) and monitored by (10) and (11). 
Let the parameter hi be positive for all DG i values, where 
i= 1, 2, …, N. If we let

                  βi i< h ,                    (15)
then the control objective of power sharing can be realized 
as follows:

                     lim | ( ) | ,
t→∞ j

∑
∈ i

P Pi j

P
max max

i −
Pj

≤ε         (16)

where ε  is the desired convergence error.
Proof: we used the Lyapunov method to prove the 

stability of the proposed self-triggered controller. The 
candidate Lyapunov function is selected as shown below. 
For t≥ 0 ,

                    V t t t( ) ( ) ( ) 0,= >
1
2

q LqT          (17)

w h e r e  q( ) [ ( ), ( ), , ( )]t q t q t q t= 1 2  N
T ,  a n d 

L = diag{| |} i − A  is  the Laplacian matrix of  the 
communication network.

By considering the derivative of V(t), we obtain
V t t t t t t t( ) ( ) ( ) ( ) ( ) ( ) ( )= = =

= − −

q Lq q Lu u LqT T T

= −

∑ ∑
i j

N

= ∈1

i t

 
 
 

:|ce ( )|

∑
i



 i

≥

( ( ) ( )) sign (ce ( ))q t q t t

ε

i j

ce ( )sign (ce ( ))i t t

q q

ε


i

ε


i    (18)

where uq ( ) [ ( ), ( ), , ( )]t u t u t u t= q q q1 2


N

T . Here, we used the 
truth that L is symmetric.

Subsequently, from (13), we can infer that, for 
t t t∈[ , )k k

i i
+1 , if ce ( )

i t ≤ −ε , then

         

ce ( ) ce ( ) 2 | | ( )i i kt t t t

≤

≤

≤

ce ( )(1 ).

ce ( ) 2 | |





i

i

i

t

t

+ −

−

−
β
h





i

i

i
β
2 | |

i | ce ( ) |




i

i i

i t
h

      (19)

Similarly, an analogous inequality holds if ce ( ) i t ≥ε ; 
then
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               ce ( ) ce ( ) 1 ,i t t≥  i
 
 
 
−
β
hi

i           (20)

Inequalities (19) and (20) imply that, if βi i< h ,  
then | ce ( ) |

i t ≥ε , ce ( )i t , and | ce ( ) |

i t  have the same 
positive and negative sign. Therefore, for βi i< h ,

ce ( )sign (ce ( )) ce ( )sign(ce ( ))i i it t t tε
 i = =

| ce ( ) | | ce ( ) | 1i t t≥  i
 
 
 
−
β
hi

i
   (21)

As a result, recalling (19), we obtain

            

V t t( ) |ce ( ) | 1≤ ≤

− −

− −

i t

i t

:|ce ( )|

:|ce ( )|





∑

∑

i

i

≥

≥

ε

ε

ε



 
 
 
1 .

i

β
h

 
 
 

i

i

β
hi

i

       (22)

Inequality (22) implies that, when the time comes 
to ts  such that | ce ( ) | i t < ε  holds for every DG i, then 
V t ( ) 0=  holds for all k values with t tk s

i ≥ . Otherwise, 

there would exist some triggers with V t( ) 1≤ − −ε
 
 
 

β
hi

i .  

This results in V t( ) 0<  because of βi i< h . This finding 
violates the assumption that V(t) is positive. Therefore, we 
conclude the proof.

Remark 1: As indicated in (16), the convergence is not 
an asymptotic convergence, that is, an ε  of zero exists for 
the errors. However, errors can be minimized by selecting a 
sufficiently small value for ε . In other words, if we set ε  as 
zero, the proposed control will degrade to the conventional 
active power-sharing control. In addition, from (13), it is evident 
that the choice of ε  not only influences the convergence error 
but also determines the frequency of controller triggering. A 
larger ε  value results in fewer triggering instances. Thus, the 
trade-off between the number of triggers and the convergence 
error should be balanced according to the practice when 
implementing the proposed controller.

Remark 2: This design ensures the convergence of the 
controller for DG i under the condition of an arbitrarily large 
yet finite clock rate (hi＞0) provided that βi is sufficiently 
small. Theoretically, hi can be arbitrarily large. A higher hi 
value corresponds to a faster clock and more triggers for 
the controller. Although excessive triggering is a drawback 
from the point of view of control efficiency, it does not 
affect the convergence. Conversely, a smaller hi value 
implies a slower clock with fewer triggers for the controller. 
However, an excessively slow clock may disrupt the proper 
functioning of the control system, leading to a loss of 
convergence.

2.2 Modification of the triggering condition

From (11), the triggering condition of the proposed 

distributed self-triggered controller is i ( ) 0t = . Because 
the introduced clock decays continuously with 

.
i ( )t h= − i ,  

along with the mechanism described in (11), the controller 
triggers at a fixed frequency when it reaches a steady 
state. This is also clearly illustrated in Fig. 2 when t t> s .  
This implies that the proposed controller can reduce more 
triggers during transient processes than during steady state. 
From this perspective, continuous triggering in a steady 
state is wasteful. We hope that the controller will remain 
silent in a steady state. However, the triggering condition 
and mechanism in (11) prescribe this.

To reduce unnecessary triggers in a steady state, a 
feasible method is to change the triggering conditions. From 
Fig. 2, we can infer that it is only necessary to trigger the 
controller before ts. The characteristic of i  before ts is 

expressed as i ( )t+ >
4 | |
β ε

i

i
. Therefore, we modified the 

event times using the following new triggering conditions:

t t t t tk k i i i i
i i= > = >inf{ | ( ) 0 4 | | ( ) }.−1   & + β ε  (23)

Through this modification, unnecessary triggers during 
the steady state can be effectively avoided, as shown in Fig. 3, 
which is demonstrated by the simulation cases in Section 3.

Fig. 3 The dynamic evolution of i ( )t  after modification

Subsequently, by incorporating the local frequency 
restoration control described in (4), both the objectives 
outlined in (2a) and (2b) of secondary control can be 
accomplished in a completely decentralized manner, leading 
to decreased requirements for both communication and 
computation processes.

3  Results and Verification

In this section, the results are presented to verify the 
efficacy of the proposed control. First, an MG model 
with four DGs was constructed in a MATLAB/Simulink 
environment. Moreover, a detailed model was built for 
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the DG according to the model reported in [12], which 
incorporates detailed inner current, inner voltage, and PWM 
controls. A diagram of the MG model is shown in Fig. 4, 
in which the blue dotted line represents the communication 
link and the black solid line represents the power line of the 
MG. In this study, we used the same parameters as those 
used for testing the MG in [6].

Herein, four cases are presented to demonstrate the 
efficacy and superiority of the proposed distributed self-
triggered active power-sharing controller. For all the cases, 
we set the time step to 1 ms and the desired convergence 
error to t = 0  s. The nominal frequency was set to 50 Hz.

For each case, the system saturation is as follows: at 
t = 0  s, the MG was isolated from the main grid. The 
secondary control then started at t = 0.5  s. At t = 2  s, load 
1 decreased by 5 kW. Subsequently, load 2 increased by 
5 kW at t = 3.5  s. For all the simulations, we showed the 
system performance for 5 s.

3.1  Case 1: Performance of the Self-Triggered 
Controller

In this case, we demonstrated the performance of the 
proposed control. After the simulation, the secondary 
control performances in terms of the frequencies and active 
power outputs of DGs are illustrated in Figs. 5 (a) and (b), 
respectively. As shown in the figures, the frequency could 
be quickly stabilized at 0-0.5 s owing to droop mechanism–
based primary control. However, the synchronous 
frequency deviated from 50 Hz. After the implementation of 
distributed secondary control at t=1 s, frequency deviations 
were corrected to reach the desired nominal value. The 
generated active powers of DGs were also regulated to 
the same utilization profile ( P P P P1 2 3 4: : : 5 : 5 : 4 : 4= )  
after t = 1 s. It is worth noting that the convergences of 

the outputs were linear, as triggers were generated using a 
signum function and a specifically designed linear clock. 
As illustrated, for cases where step load changes occurred 
at t=2 s and 3.5 s, accurate active power sharing was still 
achieved. These results validate the efficacy of the proposed 
self-triggered controller. 

Figure 5 (c) shows the triggering time instants for each 
DG. The numbers on the right-hand side represent the total 
number of triggers for each DG. It is evident that each DG 
was triggered only during transient processes. In addition, 
the event times were aperiodic and intermittent for each DG 
rather than continuous. The rate of occurrence of triggers for 
each DG was rather low, signifying a substantial reduction 

Fig. 5 Performance of the proposed self-triggered control
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in the communication and computational requirements for 
each controller.

3.2  Case 2: Necessity of the Triggering Condition 
Modification

In this case, we present the performance of the proposed 
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self-triggered control under the original triggering condition 
(10) to demonstrate the necessity of modifying the triggering 
condition. Figure 6 illustrates the active power outputs of 
DGs, event times of DGs, and the detailed triggers between 
0.5 s and 2 s in this case. As depicted in Figs. 6 (a) and 
(b), the triggers during the transient processes were rare 
and aperiodic. However, numerous triggers were observed 
during the steady state, where the triggers exhibited a rare 
periodic pattern. This observation is consistent with the 
theoretical analysis described in the previous section.

A comparison between Figs. 6 (b) and 5 (c) revealed that 
self-triggered control, incorporating the modified triggering 
condition, could effectively reduce unnecessary triggers 
during the steady state. Consequently, the efficiency of 
secondary control can be remarkably improved.

3.3  Case 3: Comparison Between Traditional 
and Event-Triggered Controllers

To demonstrate the superiority of the proposed 
distributed self-triggered secondary controller, a 
comparative analysis was conducted against both the 
traditional distributed secondary controller (3) and the 
cutting-edge distributed event-triggered controller presented 
in [18]. In all scenarios, frequency restoration controls 
were accomplished through PI control, as outlined in (4). 
Therefore, only the active power-sharing control results are 
presented in this section.

Fig. 6 Performance of self-triggered control under the 
triggering condition (10)

(c) Detailed triggers between 0.5 s and 2 s

(a) Active power outputs of DGs

Fig. 7 Output active power of each DG under 
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The simulation processes for all cases in this section 
followed the procedures outlined in Section V A. As 
shown in Fig.7, for both the traditional and event-triggered 
controllers, the sampling period for control and triggering 
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condition monitoring was set to 1 ms. Consequently, the 
traditional controller communicated 9000 times for each 
DG (each DG had two neighbors) in the entire simulation, 
whereas the event-triggered controller calculated the 
triggering conditions 4500 times for each DG.

Figure 8 shows the triggering time instants of each 
DG under three different controllers. The figure shows 
the distinct triggers and communication modes generated 
by these controllers. The traditional controller exhibited a 
continuous triggering and communication pattern, whereas 
both the even-triggered and self-triggered controllers 
demonstrated aperiodic and intermittent triggering and 
communication modes. Notably, the event-triggered 
controller also displayed triggers and communications 
during the steady state. By contrast, the proposed self-
triggered controller triggered only transient processes.

Table 1 provides insights into the number of triggers 
(NTs), communications (NCs), and triggering condition 
computations (NTCCs) for each controller. Of note, the 
control system operated with a time step set to 1 ms. Hence, 
with a traditional continuous time–based controller, each DG 
experienced a total of NT=4500 triggering time instances. 
Consequently, the NC for each traditional controller was 
9000 times that of the communication network. As indicated 
in the table, both event-triggered and self-triggered 
controllers resulted in a substantial reduction in the NC 
for each DG compared with the traditional controller, 
constituting approximately 4.82% and 0.8% of the NC of 
the traditional controller, respectively. This indicates the 
effectiveness of the communication reduction of event/self-
triggered controllers. Notably, the self-triggered controller 
outperformed the event-triggered controller by reducing the 
number of triggers during the steady state and eliminating 
the need for triggering condition computations (NTCC = 0), 
which is a remarkable achievement in communication and 
computation reduction. Thus, the proposed self-triggered 
controller demonstrated superior performance in terms of 
communication and computational efficiency.

Table 1 Comparisons of NT, NC, and NTCC

Controller DG 1 DG 2 DG 3 DG 4

Traditional
Controller

NT 4500 4500 4500 4500

NC 9000 9000 9000 9000

NTCC 0 0 0 0

Event-
triggered
Controller

NT 160 154 255 301

NC 320 308 510 602

NTCC 4500 4500 4500 4500

Self-triggered
Controller

NT 35 29 37 43

NC 70 58 74 86

NTCC 0 0 0 0

The results presented in this section demonstrate that 
the proposed self-triggered controller is superior in terms 
of both communication and computation cost reduction 
without substantially compromising the convergence 
performance.

3.4  Case 4: Performance at Different Clock Rates

In this section, the flexibility of the proposed control 
method was tested by considering different clock rates. The 
simulation process was identical to that described in Section 
V-A. Similarly, only the results are presented in this section. 
Without loss of generality, we let hi = h for i = 1, 2, 3, and 4.

As shown in Fig. 9 and presented in Table 2, controllers Fig. 8 Triggering time instants of each DG under 
(c) The proposed self-triggered controller

(a) The traditional controller of (3)

(b) The event-triggered controller in [18]
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operating at different clock rates exhibited different 
numbers of triggering instants. Moreover, a higher 
clock rate corresponded to a more frequent trigger of the 
controller; conversely, a lower clock rate resulted in fewer 
triggering time instants for the controller. Therefore, we 
conclude that a higher clock rate results in more efficient 
utilization of communication and computation resources. 
However, as previously analyzed, the clock rate should not 
be excessively small because an excessively slow clock may 
disrupt the proper behavior of the control system, potentially 
leading to a loss of convergence. Therefore, when designing 
a self-triggered controller, a low clock rate within acceptable 
conditions should be chosen.

4  Conclusion

In this study, we established a distributed self-triggered 
active power-sharing control scheme by introducing a 
signum function and a linear clock. This design inherently 
excludes Zeno behavior in the controller. By improving 
the triggering condition, a substantial reduction in the 
computational and communication burdens on each DG 
controller was achieved without compromising control 
performance. The results verified that the proposed 
distributed self-triggered active power-sharing control 
successfully achieved a reduction of more than 99% in 
computation and communication requirements. This is 
particularly noteworthy for practical applications that 
address the coordination of renewable generation resources 
in new power systems.
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