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Energy-Aware UAV-Enabled Target Tracking:
Online Optimization with Location Constraints
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Abstract—Energy-aware unmanned aerial vehicle (UAV) tra-
jectory design has been a crucial issue to address in UAV-assisted
wireless networks. However, unlike traditional offline designs,
online UAV trajectory designs in target tracking scenarios are
non-trivial in concurrently satisfying the total propulsion energy
consumption constraint and the initial-final location constraint
due to the undetermined information. To address this issue, we
propose a novel online UAV trajectory optimization approach
for the weighted sum-predicted posterior Cramér-Rao bound
(PCRB) minimization, which guarantees the feasibility of sat-
isfying the two mentioned constraints. Specifically, our proposed
approach designs the UAV trajectory by solving two subproblems:
the candidate trajectory optimization problem and the energy-
aware backup trajectory optimization problem. Then, we propose
an algorithm converging to the global optimal solution to the
candidate trajectory optimization problem based on Dinkelbach’s
transform and the Lasserre hierarchy. The energy-aware backup
trajectory optimization problem is efficiently solved by the succes-
sive convex approximation method. Numerical results illustrate
the effectiveness of our proposed approach and its significant
superiority to the existing approach and benchmark regarding
sensing performance and energy utilization flexibility.

Index Terms—UAV trajectory, propulsion energy, online track-
ing

I. INTRODUCTION

The emerging applications of unmanned aerial vehicles
(UAVs) in next-generation wireless networks have recently
received substantial research interest, including UAV-enabled
integrated communication and sensing (ISAC) [1]-[3]. The
advantages of UAVs are mainly threefold: favorable channel
conditions due to the high line-of-sight (LoS) probability,
flexible deployment due to the high mobility with low cost,
and additional system design degrees of freedom (DoFs) due
to the controllable UAV trajectory [3]. Therefore, substantial
existing works investigated UAV trajectory optimization for
performance maximization of UAV-assisted wireless systems.
For example, the throughput of a UAV relay was maximized
in [4] via joint power allocation and trajectory optimization.
In [5], the minimum throughput of a multi-UAV multi-user
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communication network was maximized by jointly optimizing
the user association, UAV’s transmit power, and trajectory.
For practical UAV trajectory design, energy consumption and
efficiency gradually become important factors to consider due
to the limited onboard energy [6]-[9], which is different from
conventional airborne radars. For instance, UAV trajectory
optimization algorithms to maximize the energy efficiency and
to minimize the energy consumption were proposed in [6]
and [7] for fixed-wing and rotary-wing UAVs, respectively.
In [8], an efficient UAV trajectory planning algorithm was
proposed to minimize the propulsion energy consumption of a
cellular-connected UAV acting as a synthetic aperture radar.
Additionally, joint resource allocation and UAV trajectory
optimization were studied in [9] to minimize the total energy
consumption of a single-UAV ISAC system. However, most
existing works, like [4]-[9], have focused on offline UAV
trajectory designs, which are inapplicable in real-time target
tracking scenarios.

To solve this issue, a few recent works come up with online
UAV trajectory designs for target tracking subject to the total
energy consumption constraint [10], [11]. Specifically, a multi-
stage UAV trajectory optimization approach was proposed in
[10] to maximize a unified ISAC performance bound. In [11],
a slot-by-slot UAV trajectory optimization approach was pro-
posed to minimize the predicted posterior Cramér-Rao bound
(PCRB) for the estimated target motion state. Both approaches
were based on the successive convex approximation (SCA)
technique, which only guarantees convergence to a locally
optimal solution. Meanwhile, both works ignored the initial-
final location constraint, which practically models scenarios
like launching and landing in predetermined locations.

Motivated by the above issues, we study the online UAV
trajectory design in a UAV-enabled target tracking system
with location constraints, where a UAV tracks a moving
target via the classic extended Kalman filtering (EKF) method
during its flight from the initial location to the final location.
Specifically, the UAV trajectory within a short period is
optimized to minimize the weighted sum of predicted PCRBs
for state estimation. The main contributions of this work are
summarized as follows: 1) We propose a novel UAV trajec-
tory optimization approach, which solves two subproblems to
optimize a candidate UAV trajectory for the weighted sum-
predicted PCRB minimization and a backup UAV trajectory
for the propulsion energy minimization, respectively. Our pro-
posed approach achieves flexible energy utilization for sensing
performance maximization and ensures the feasibility of the
optimized UAV trajectory. 2) We propose an algorithm that op-
timally solves the weighted sum-predicted PCRB minimization
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Fig. 1. A UAV-enabled target tracking system with location constraints.

problem based on Dinkelbach’s transform with the Lasserre
hierarchy. The backup UAV trajectory optimization problem
is efficiently solved by another proposed algorithm based on
the successive convex approximation (SCA) method. 3) Sim-
ulation results validate our proposed approach’s effectiveness
and show its superiority to the existing SCA algorithm in
optimality and significant sensing performance improvement
with more flexible energy utilization over the benchmark.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig.1, we consider a UAV-enabled target
tracking system, where a UAV is dispatched from the initial
location z to the final location zp within a predetermined
flight duration 7" in order to track a moving ground target. To
be specific, it is assumed that both the UAV and the target
motion state, i.e., their position and velocity, remain constant
during a short period AT [9]. As such, by discretizing the
whole flight duration 7' into N = T/AT time slots, the
relative motion state of the target with respect to the UAV can
be expressed as x,, = [x,,,v,,]T, where z,, and v,, denotes the
relative position and velocity, respectively. As an initial work,
it is assumed that both the UAV and the target follow the one-
dimensional horizontal movement. In addition, the UAV flies
at a fixed altitude H and is equipped with a uniform linear
array (ULA) with N, transmit antennas and a ULA with N,
receive antennas parallel to the horizontal path.!

A. Signal and Measurement Model

Let s,(t) € C denote the equivalent baseband signal
transmitted with the power P, at the nth time slot. In
this work, we assume that the air-to-ground channel can be
modeled as a single LoS path with free space path loss,
thanks to the scarce blockage in the vertical dimension and the
UAV maneuverability, especially in rural areas [3]. Moreover,
the target radar cross section (RCS) remains approximately
constant among different time slots [9], and the negative
impacts of clutter can be suppressed [1]. Then, the large-scale
sensing channel gain can be represented by G,, = 3.d,;* with
Br = A\2e/(6473), where \ denotes the carrier wavelength, ¢
denotes the target RCS and d,, denotes the distance from the
target to the UAV at the nth time slot. Next, the sensing chan-

nel can be expressed as h, = /G,e —jm R b(¢n)a (¢,),
7 (Ng— 1)(:054) o w(Nt 1)Loa¢
where a(¢) = [e 7 and b(¢) =
. (Ny—1) cos ¢ w(N, 1)cos¢
[e? 2 yeeyed 2 |7 denote the UAV transmit
and receive array response vectors, respectively, and ¢,, de-
notes the elevation angle of the geographical path connecting

'Our proposed approach can be readily extended to the case with three-
dimensional UAV movement by considering the UAV velocity as a vector and
expanding the dimension of state variable vector x,.

the UAV to the target at the nth time slot. The echo signals
can be represented by r,,(t) = /Pah,e/?™Hntf, s, (t — 7,) +
Z ,(t), where p, denotes the Doppler shift, f,, denotes the
transmit beamforming vector, 7,, denotes the round-trip time
delay, and z, ,,(t) € CN*! denotes the complex additive white
Gaussian noise with zero mean and variance of 2.

At the nth time slot, the elevation angle, the distance,
and the Doppler shift can be measured via the maximum
likelihood estimation and the matched filtering, respectively
[12]. To be specific, the measured results can be given by
On = Op + Z1,ns dp, = d, + 22.n and fi, = p, + Z3.n5
where z; p, ~ N (0 02 ) i =1, 2, 3 denotes the measurement
noise. The measurement n01se variances afn,z =1,2,3 are
modelled as 0 ,, = a}/vn sin? ¢,, and 07, =03 /i =23,
respectively, where a; denotes the coefficients based on system
configuration, v, = 7;/d? denotes the sensing signal-to-noise
ratio, and 7, is defined as v = NN, Pa NgymB:/0? with Ny
denoting the matched filtering gain [12].

B. Target Tracking Model

We assume that the target movement follows the classic
constant-velocity model [13]. In particular, the relative motion
state at the nth time slot is evolved from the counterpart
at the (n — 1)th time slot as x, = GXp—1 — Ua.n + Zpn,
where G denotes the transition matrix, ua, = [(van —
VAn-1)AT, (VA —van—1)]T denotes the UAV motion state
increment at the nth time slot, va ,, denotes the UAV velocity
at the nth time slot, and z,, ~ N(0,Q,) denotes the
Gaussian process noise with zero mean and the covariance
matrix Qp. According to the constant-velocity model, the
expressions of G and Q, can be specified as

G- {1 AT] [%AT?’ 1AT2] 0
o0 1 “|iaT? AT
respectively, where ¢ denotes the process noise intensity [13].2

To track the target with time-varying motion state, online
relative motion state estimation is performed based on the EKF
method [12].3 Under the EKF framework, the predicted state
variables X,, = [#,,¥,|T can be obtained as

UA (2
where X,,_1 denotes the estimated state variables at the (n —

1)th time slot. Then, the measured results y,, 2 [, 7, fin] T
can be compactly expressed as y, = h(xy) + 2zm,n, Where

Xn = Gxn—l -

the function h(-) can be obtained from ¢, = arctan (),
dy = VH?2+22 and p, = ——2inls and zp ,,

A/z2+H?®
[21.ny 22.my 23,0]T ~ N(0,Qm,n) denotes the measurement
noise vector with the covariance matrix denoted by Qn , =
diag(o? o a% ns 03, 2 ). Next, the state prediction mean square
error (MSE) matrix M, , and the Kalman gain matrix K,
can calculated by M, ,, = GM,_;G? + Q, and K,, =
M, HY (Qm ,+H, M, ,HI) =1, respectively, where M,,_;

2The expressions of G and Qp can be derived from the discretion of the
continuous-time state equation given by the constant-velocity model [13],
in which the process noise models the random slight disturbance of target
velocity in practice.

3In our work, the measurement model is non-linear with respect to Xy,
therefore necessitating EKF instead of the classic linear Kalman filtering to
track the target.
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denotes the estimation MSE matrix at the (n — 1)th time slot
and H,, denotes the Jacobian matrix for h(-) with respect to
the predicted state variables specified as

—H i —op, 2 17T
2 52 ) o
H, = | | Ve WOEr | )
—2Tn
8Xn Xn=%n 0 0 3 H2+i%

Utilizing both x,, and y,, the state variables at the nth time
slot can be estimated by %X, = x,, + K,,(y» — h(x,,)) and the
estimation MSE matrix at the nth time slot can be given by
M, = (HiIQr;,lan + Mpi,wlL)il

The accuracy of the estimated state variables at the nth time
slot can be characterized by the predicted PCRB. In particular,
We assume that the process noise intensity is small so that
M,, can be approximated by the predicted estimation MSE
matrix M,, = M, |x, =%, [11], [12]. As such, the predicted
PCRB for the estimated relative position and velocity are given
by PCRB,,, = [M,]11 = Fi(X,)/D(%,) and PCRB,,, =
[M,,]22 = F\(X,)/D (%), where F,(X,,), F\(%,) and D(x,)
are detailed in (4)-(5) at the top of the next page.

C. Problem Formulation

In this paper, we consider online UAV trajectory optimiza-
tion for target tracking. At each time slot, the predicted state
variables are optimized to minimize the weighted sum of
predicted PCRBs. The optimization problem is formulated as

(P1.n) : min aPCVRBLn +(1- oz)PCuRBV,n @)
N

st. Y Ep < Bo,Vn€{1,2,..,N}, (7a)
n=1

|77n71 - jn‘ < 'UA,maxAT7 (7b)

Tp — ATV, — Tp_1 =0, (7¢)

TA0 =TI, TAN = ZTF, (7d)

where o € [0,1] denotes the regularized weighting factor,*
E, = P(van)AT denotes the UAV propulsion energy
consumption at the nth time slot, Fi, denotes the total
propulsion energy budget, the variable 7,,_; is defined as
MNMn—1 £ jn—l + ﬁn_lAT + UA,n—lAT, VA, max denotes the
UAV maximum velocity and x4 ,, denotes the UAV position at
the nth time slot. P(va ) denotes the UAV propulsion power
given by (6), where I, P, Uyp, v, and x are related constant
parameters specified in [7]. In (Pl.n), (7a) represents the
total UAV propulsion energy consumption constraint during
the whole flight. (7b), (7c) and (7d) represents the UAV
maximum velocity constraint, the predicted state variables
coupling constraint and the UAV initial-final location con-
straint, respectively. Note that optimizing the predicted state

4In practice, the weighting factor can be designed to balance the position
and velocity estimation errors according to specific sensing requirements.

variables is equivalent to the UAV trajectory design due to (2)
and a5, = Tap—1 + VA AT.

(P1.n) is a non-convex optimization problem due to the non-
convex objective function and the constraint (7a). Moreover,
note that (P1.n) represents an online UAV trajectory optimiza-
tion problem because, at the nth time slot, both the UAV trajec-
tory and propulsion energy consumption at the following time
slots have been undetermined. However, constraints (7a) and
(7d) must be considered when optimizing the UAV trajectory
for each time slot. Otherwise, the sequentially generated UAV
trajectory may not be feasible for both constraints, such as the
overuse of propulsion energy at the current time slot. Thus, it
is non-trivial to solve (P1.n) while ensuring the feasibility of
the obtained solution.

III. PROPOSED APPROACH

In this section, an online UAV trajectory optimization
approach is proposed to solve (P1.n). Note that, at the nth
time slot, the undetermined UAV trajectory can be divided
into the trajectory to be optimized at the current time slot
and the trajectory at future time slots, denoted by x4, and
{za;},l = n+1,...,N, respectively. If the undetermined
UAV trajectory is specified, then the feasibility of the solution
to (P1l.n) can be judged at the mth time slot. As a result,
the idea of our approach is to design za, and {za,;} by
solving two subproblems, named as the candidate trajectory
and the energy-aware backup trajectory optimization problem,
respectively. The subproblems and the procedures of our
proposed approach are specified as follows.

1) Initialization: We first define a variable E,
221;11 E,, as the consumed UAV propulsion energy until the
(n — 1)th time slot. Particularly, E.; = 0 and n 1is
initialized at the first time slot.

2) Candidate trajectory optimization: At the nth time slot,
the candidate trajectory optimization problem is formulated as

(P2.n) : min aPCuRBXm +(1- a)PCuRBV)n (8)
s.t. (7b),(7¢),
|j:n - wn' S (N - n)vA,maXATa (83)

with wy,, = A n—1 + Mn—1 — 2F. In (P2.n), the constraint (8a)
is derived from |z — 24 5| < (N — n)va max AT, representing
that given the UAV position at the nth time slot, the UAV can
arrive at the final location with its maximum velocity within
the following N — n time slots. In this way, the solution to
(P2.n) is sure to satisfy the constraint (7d) in (P1.n).

Our proposed algorithm to solve (P2.n) is as follows. (P2.n)
is a non-convex fractional programming problem and can
be addressed via Dinkelbach’s transform [14]. Specifically,
we first reformulate the numerator and denominator of the
objective function of (P2.n) as A(X,,) = D(%,)(H?+1%2)® and
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t = max {nnfl - ’UA,maxATy Wn — (N - n)vA7maXAT‘}7Z = min {nnfl + 'UA,maxATa Wn, + (N - n)vA,maXAT}7

(an

B(%,) = (aF(%,)+(1—a)Fy(X,)) (H?+12)8, respectively.
Then, (P2.n) can be formulated as
(P2.n'): min C(%k,) s.t. (7b),(7c),(8a),

where C(%,,) £ —A(X,)+(B(X,), and the auxiliary variable
¢ is updated by (11 = A(X;, )/ B(x;, ;) with X}, denoting
the solution to (P2.n’) in the kth iteration. /

(P2.n") is a polynomial program, and its global optimal
solution can be obtained via Lasserre hierarchy [15]. To be
specific, we substitute (&, — &,—1)/AT into ¥, due to the
constraint (7c¢). Then, a slack variable t is introduced and
defined as t = [t1,ta,...,t17]7 with t, = &4,q = 1,2,...,17.
Given t, C(%X,,) can be reformulated as C(t) = c’'t, where
¢ = [e1,¢2,...,c17]T denotes the monomial coefficient with
c17 = 0 since the maximum degree of &, in C(x,,) is 16.
Afterward, we define two Hankel matrices as

1 t1 ... ts t1 ta ... tg
L(t)é t1 to ... tg ,M(t)é to t3 ... tio )
ts tg ... tig tg tio ... T17

respectively. As such, (P2.n") can be reformulated as
(P2.n") : min cTt st T L(t) = M(t) =t L(t), (10)

where the expressions of ¢ and ¢ are shown in (11). The
constraint in (10) is due to ¢ < ¥, <t [15, Proposition 2.1],
which is the equivalent incorporation of (7b) and (8a). (P2.n"")
is a semidefinite program (SDP) that can be optimally solved
by CVX tools.

By solving (P2.n), a candidate UAV trajectory denoted by
a:;n = ZAnp-1 + Wn—1 — &), is obtained for minimizing
the weighted sum-predicted PCRBs at the nth time slot
without the total energy consumption constraint (7a), where
x: = [#%,0%]" denotes the solution to (P2.n). Whether this
candidate UAV trajectory zj ,, is feasible for (P1.n) will be
addressed after solving the following optimization problem.

Initialization Solve | “An [ Solve
(P2.n) (P3.n)

Fig. 2. The proposed approach procedures.

3) Energy-aware backup trajectory optimization: Given
the solution to (P2.n), the energy-aware backup trajectory
optimization problem can be formulated as

N
Z P(’UAJ)AT

(P3.n) : min (12)
{voas} l=n+1

s.t. Jva| < vamax, Vi, (12a)

TAI-1=Tp,, TAN = TF. (12b)

(P3.n) can be solved offline since it is irrelevant to the
predicted PCRBs, which are calculated online following the
EKF procedures. To address the non-convex objective function
of (P3.n), slack variables denoted by {¢;} are introduced such
that & > ((1 4 vi,/(4vp)"/2 — o3, /(208))/2 > 0. As a

result, the constraint &~ 2 < 512 + vi . / vﬁ should be satisfied.
Note that flz +vi l/vﬁ is convex regarding to both & and v, g,

and lower bounded by its first-order Taylor expansion at a
given point {&; ,,va -} in the rth iteration. Thus, we apply
the SCA technique to approximate this constraint by

& <26, (§—6.0) 80+ 2(var—VaL0) [ HUR 1 /00 (13)
Given (13), the solution to (P3.n) can be obtained by iteratively
solving the following optimization problem formulated as

P3.n): min P 14

( ) {va,i}:{&} (14

s.t. & > 0,VI, (14a)
(13),(12a),(12b),

with P = S Po(1 + 303, /UZ) + P& + xlvaul®/2.
(P3.n") is a convex optimization problem and can be solved
by CVX tools. Given the solutions to (P3.n) denoted by {vj} ;},
an energy-aware backup trajectory is obtained by {x} ,} with
{oy,} with 23, = 23, | +vi ATl = n+ 1, ,N The
reason for such design is that it is easier for the candidate
trajectory xj ,, to be feasible if the UAV consumes as least
propulsion energy as possible at the following time slots.

4) Feasibility verification and output: After solving (P2.n)
and (P3.n), the feasibility of the candidate trajectory x} ,, can
now be verified. Specifically, let E, ,, = Zf\inﬂ P(vy )AT
denote the propulsion energy consumption for the energy-
aware backup trajectory. If

Th o, — TAn-1

&m+P( 7

holds, then the candidate trajectory z ,, satisfies the constraint
(7a) and, therefore, can be output as the solution to (P1.n) with
its feasibility guaranteed. Otherwise, the candidate trajectory
is infeasible because it leads to the total propulsion energy
consumption exceeding the budget Ei. In this case, to ensure
the feasibility of (Pl.n), we resort to output the energy-
aware backup trajectory obtained at the former time slot, i.e.,
{zi o}k = n,.., N as the designed UAV trajectory at the
rest time slots.”> At the first time slot, if (15) is not satisfied,
the UAV trajectory can be designed as the solution to (P3.n)
with n = 0 and (12b) replaced by (7d). Note that the objective
function in (14) is an upper bound of the objective function
in (12) due to the slack operation. Thus, (15) is a sufficient
condition for the optimized UAV trajectory to be feasible.

The aforementioned procedures are summarized in Fig.2.
At each time slot, the UAV trajectory is optimized by solving
(P2.n) for sensing performance maximization, and its feasibil-
ity of satisfying (7a) is verified by solving (P3.n) and further
judging whether (15) holds. Note that x ,, is regardless of the
propulsion energy consumption, while {z} ,.} minimizes the
propulsion energy to be consumed. Therefore, our approach
frees the UAV trajectory optimization from the total energy
consumption constraint when there is enough energy left
in real time, which offers excellent flexibility for sensing
performance maximization.

The convergence of our proposed approach is analyzed as
follows. Note that our proposed approach sequentially solves
(P2.n) and (P3.n) unless (15) is not satisfied. Our proposed
algorithm to solve (P2.n) is guaranteed to converge to the

)AT+&m<EW (15)

SWe assume (P2.n) and (P3.n) are feasible at the initial time slot.
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Fig. 3. Convergence behaviour of our proposed approach and performance comparisons with the benchmark.

global optimal solution. The reason is that if the reformulated
problem (P2.n’) via Dinkelbach’s transform can be optimally
solved, then its solution converges to the optimal solution to
(P2.n) [14]. Fortunately, this condition is satisfied because the
Lasserre hierarchy on the polynomial program converges to the
global optimal solution to (P2.n"’) [15]. Meanwhile, our algo-
rithm to solve (P3.n) converges to a stationary point. Moreover,
the computational complexity of our proposed approach at
each time slot can be given as follows. Due to the dimension
of t as 17, the computational complexity for solving (P2.n"")
and (P3.n’) can be given by O(173:5) and O((2(N —n))35),
respectively [16]. Thus, the overall computational complexity
of our proposed approach at the nth time slot can be given by
O(173%Jp + (2(N — n))35Js), where Jp and Js denote the
number of iterations required for convergence of Dinkelbach’s
transform and SCA, respectively.

IV. NUMERICAL RESULTS

This section provides numerical results to illustrate the
effectiveness of our proposed UAV trajectory optimization
approach. Unless specified otherwise, the numerical values of
key system parameters are set as follows: Py = 79.8563 W,
P; = 88.6279 W, Uy, = 120 m/s, vy, = 4.03 m/s, x = 0.0185
kg-m? [7], Py = 20 dBm, Ny, = 104, AT =0.25, A = 0.01
m, 02 = —80 dBm, § = 1, ¢ = 100 m?, N, = N; = 16,
a1 = 0.1, as = 10, az = 2000, o = 0.5, ¢g = 40°, the target
average velocity vt 9 = 10 m/s and H = 50 m [12]. Our
proposed approach is compared with a benchmark: at the nth
time slot, if there is enough propulsion energy for direct flight
to the final location at the following time slots, represented
by Eiot — Een > P(Vamax) AT + (N — n)P(vgr,) AT with
Vdtn = (TF — Ta,n) /(N — n)AT, then the UAV trajectory is
obtained by solving (P1.n) with the constraint (7a) replaced
with E, < Eiy — Ec,. Otherwise, the remaining UAV
velocity is designed as vgf,n—1-

Fig.3(a) demonstrates the convergence behaviour of our
proposed approach at a typical time slot n = 1, in the case
with xp 0 m, zp 60 m and F.,; = 1.6 klI. The
abbreviation “obj. value” refers to the objective function value.
It can be observed that our proposed approach converges after
about 4 iterations. Compared to the existing SCA algorithm
[10], [11], our proposed algorithm to solve (P2.n) converges
slower but has approximately the same number of iterations
for convergence, i.e., Jp ~ Js. This makes the computational
complexity of our proposed algorithm higher than that of
the SCA given by O(Js) [10], [11] due to the additional

dimension of t. In addition, the computational complexity
of our algorithm to solve (P3.n) is equivalent to that of
the SCA-based subalgorithm in [8]. However, the superiority
of our proposed algorithm to solve (P2.n) lies in its global
optimality compared to the existing SCA algorithm [10], [11].
For example, in the case with ¢g = 89° and vr g = 2 m/s,
we set a random initial point as uniformly distributed in the
feasible region and run 10* times Monte Carlo simulations
to obtain the statistic (stat.) frequency of solutions to (P2.n)
reached by the exhaustive (ex.) search, our proposed approach
and SCA. The results are given in Table I, which shows
that our proposed algorithm reaches the optimal solution with
a 100% statistic frequency. In comparison, SCA potentially
achieves a suboptimal solution, which results in 153% worse
sensing performance. Such results demonstrate the importance
of solving (P2.n) optimally.

TABLE I
OPTIMALITY OF OUR PROPOSED AND THE EXISTING APPROACH.

Approach | Converged obj. value | Stat. frequency
Ex. search 0.1871 100%
Proposed 0.1871 100%
0.1871 66.7%
SCA 0.4747 33.3%

In Fig.3(b), we show the target and UAV trajectories under
the benchmark and our proposed optimization approach in
one trial, with 2y = 0 m, zp 60 m, and the results
picked every 0.6 s. As shown in Fig.3(b), in both cases with
Fiot = 1.8 kJ and Eio = 1.6 kJ, the indicated turning points
appear because the condition (15) is no longer satisfied at that
time slot. In other words, the UAV trajectory is transformed
from the candidate trajectory minimizing the weighted sum
of PCRBs into the energy-aware backup trajectory, since
the UAV has to reach the final location given the limited
remaining propulsion energy. The two turning points differ
because 1.6 kJ is insufficient for the UAV to travel as far
as the case with Fi,; = 1.8 kJ. Instead, the UAV resorts to
flying towards the final location earlier with a certain velocity,
which ensures that the total propulsion energy budget is not
exceeded. Particularly, the UAV trajectory ahead of the turning
point matches the results obtained by solving (P1.n) via the
exhaustive search method without the constraints (7a) and (7d),
which verifies the effectiveness of the proposed algorithm to
(P2.n). Moreover, compared to the benchmark, our proposed
approach allows a much longer duration for the UAV trajectory
to be optimized for maximizing the sensing performance under
the case with Ei,s = 1.8 kJ, rendering it superior to the
benchmark.
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Fig. 4. Comparisons between the consumed propulsion energy, UAV trajectories and sensing performance under different target average velocities.

Fig.3(c) illustrates the propulsion energy consumption and
the weighted sum of actual PCRBs achieved by the benchmark
and our proposed approach under the cases with Fi; = 1.8
kJ shown in Fig.3(a). The actual PCRBs are obtained by the
diagonal elements of the estimation MSE matrix at the nth
time slot M,,. It is found that the total propulsion energy
consumption under our proposed approach is smaller than
1.8 kJ, which validates the effectiveness of the solution to
(P3.n) and the whole proposed UAV trajectory optimization
approach. Additionally, compared to the benchmark, our pro-
posed approach leads to less energy consumption ahead of
the UAV turning points while utilizing more energy in total
given the same energy budget Ei... Besides, our proposed
approach leads to a significantly lower weighted sum of actual
PCRBs than the benchmark. These results show that our
proposed approach achieves a substantial sensing performance
improvement and a more flexible and sufficient utilization of
propulsion energy than the benchmark.

In Fig.4(a), the propulsion energy consumption and the UAV
velocity are compared when the target average velocity is
set as 10 m/s and 15 m/s, respectively. It is demonstrated
that in both cases, the UAV flies at its maximum velocity
either when approaching the target at the beginning or when
flying towards the final location at the final part of the
flight. However, the UAV velocity remains approximately the
same as the target average velocity for the rest of the flight.
Furthermore, the propulsion energy is consumed slower when
tracking the target in the case with vt ¢ = 10 m/s because
the UAV velocity is closer than 15 m/s to the maximum-
endurance velocity, which is approximately 10.21 m/s [7].
This phenomenon shows that, apart from the initial-final
location constraint, the target velocity fundamentally affects
the UAV energy consumption. Fig.4(b) and Fig.4(c) illustrate
the UAV trajectories and sensing performance in two cases
with vro = 10 m/s and vr o = 20 m/s, respectively. The
total UAV propulsion energy budget is Ei,; = 2 kJ. In both
cases, a constant minimal weighted sum of PCRBs is achieved
when the UAV keeps relatively static with respect to the target.
Otherwise, the target velocity affects the duration of the UAV
approaching or leaving the target, during which the weighted
sum of PCRBs is higher than the minimal value.

V. CONCLUSION

In this work, a novel online UAV trajectory optimization ap-
proach was proposed for ensuring the feasibility of satisfying
both the total propulsion energy constraint and the initial-final

location constraint. Our approach achieves this goal by solving
two subproblems for sensing performance maximization and
propulsion energy consumption minimization, respectively.
Then, we proposed algorithms that optimally solve the sensing
performance maximization problem and efficiently solve the
propulsion energy consumption minimization problem. Simu-
lation results verified our proposed approach’s effectiveness,
further illustrating its pronounced superiority to benchmarks.
Applying our proposed approach in multi-UAV collaborated
sensing scenarios is worthwhile for future studies.
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