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Abstract—Blending green hydrogen from renewable generations into the natural gas infrastructure can effectively mitigate carbon emissions of energy consumers. However, distributed hydrogen blending could lead to heterogeneous gas compositions across the network. The traditional nodal energy price scheme is designed for uniform gas composition, which cannot reflect the impacts of heterogeneous nodal gas composition and carbon emission mitigation. This paper proposes a novel nodal energy price scheme in hydrogen-blended integrated electricity and gas systems (H-IEGS). First, we propose a joint market-clearing model for H-IEGS, where the nonlinear physical properties of gas mixtures caused by heterogeneous gas compositions are characterized. The impacts of hydrogen blending on the carbon emission cost are also quantified. To retrieve the nodal energy price from this highly nonlinear and nonconvex optimization problem, a successive second-order cone programming (SSOCP) method is tailored to get the dual variables tractably. Considering the continuous market clearing process, a warm-start technique is proposed to provide initial reference points for the SSOCP to improve computation efficiency. Finally, an H-IEGS test case in Belgium and a large-scale practical case in Northwest China are used to validate the effectiveness of the proposed method.

Index Terms—Nodal energy price, hydrogen, integrated electricity and gas systems, gas composition, carbon emission.

NOMENCLATURE

Indices and Sets, and functions

- \( \delta \) Matrix of slack variables.
- \( \nu, \omega \) Matrices of dual variables.

Variables

- \( \varphi \) Matrix of penalty factors.
- \( A, \ldots, F, P, Q \) Matrices of coefficients in the optimization problem.
- \( g \) Matrix of electricity generation.
- \( p, q \) Matrices of gas pressure and gas flow.
- \( u, x \) Matrices of control and state variables.
- \( t, \mathcal{T}, \mathcal{J} \) Index for iteration.
- \( i, j \) Sets for bus.
- \( h, \mathcal{H} \) Indices for bus.
- \( l, \mathcal{L} \) Index for iteration.
- \( m, \mathcal{M} \) Sets for gas source.
- \( k, \mathcal{K} \) Fraction of gas component \( q \) on bus \( k \).
- \( s, \mathcal{S} \) Gas demand of (gas component \( q \)) on grid \( s \).
- \( n, \mathcal{N} \) Gas production of power-to-gas for (gas component \( q \)) on grid \( n \).
- \( \chi_{i,k,n}, \chi_{i,j,k,n} \) Variables.
- \( \lambda_{e,i,k,n}, \lambda_{d,i,k,n} \) Fraction of gas component \( q \) on bus \( k \).
- \( \psi_{i,j,k} \) Gas production of power-to-gas for (gas component \( q \)) on grid \( i \).
- \( \rho_{i,k} \) Gas density of the gas mixture at a gas bus or in a pipeline (kg/Nm\(^3\)).
- \( \theta_{i,k} \) Gas pressure of the gas mixture at a gas bus or in a pipeline (bar).
- \( g_{i,h,k} \) Gas pressure of the gas mixture at a gas bus or in a pipeline (bar).
- \( g_{i,k} \) Gas pressure of the gas mixture at a gas bus or in a pipeline (bar).
- \( p_{i,k} \) Methane/hydrogen production of power-to-gas (Nm\(^3\)/day).
- \( q_{i,h,k} \) Methane/hydrogen production of power-to-gas (Nm\(^3\)/day).
- \( q_{i,k} \) Methane/hydrogen production of power-to-gas (Nm\(^3\)/day).
- \( q_{i,s,k} \) Methane/hydrogen production of power-to-gas (Nm\(^3\)/day).
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TABLE I
HYDROGEN BLENDING POLICIES AND PROJECTS IN THE MAJOR COUNTIES/REGIONS TODAY

<table>
<thead>
<tr>
<th>Policy papers</th>
<th>Demonstration Projects</th>
</tr>
</thead>
<tbody>
<tr>
<td>- UK hydrogen strategy (Aug 2021) [4]: 20% hydrogen by late 2022.</td>
<td>GRITD (France, 2014) [7]: 6% in transportation sector.</td>
</tr>
<tr>
<td>- The National Hydrogen Strategy (Germany, Jun 2020) [5]: hydrogen blending (up to 10%) at the distribution level.</td>
<td>SNAM (Italy, 2021) [8]: 30% hydrogen in steel-making.</td>
</tr>
<tr>
<td>The US</td>
<td>- HyDeploy (the UK, 2019 now) [9]: 20% blending for University and residential users.</td>
</tr>
<tr>
<td>- Australia’s National Hydrogen Strategy (Nov 2019): regards the blending of hydrogen as a strategic focus area, but will not support transmission network blending until hydrogen emissions issues can be safely addressed [16].</td>
<td>- HyBrid (2021-2023) [2]: evaluate the impact of hydrogen blending for up to 30%.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_{ij,k}$, $q_{ij,k,n}$</td>
<td>Gas flow in the pipeline for (gas component $n$) (Nm$^3$/day).</td>
</tr>
<tr>
<td>$RD_{ij,k}$</td>
<td>Relative density (kg/Nm$^3$).</td>
</tr>
<tr>
<td>$rij,k$</td>
<td>Gas constant of the gas mixture (J/(mol $\cdot$ K)).</td>
</tr>
<tr>
<td>$WI_{ij,k}$, $FS_{i,k}$</td>
<td>Wobbe index (J/Nm$^3$) and flame speed factor.</td>
</tr>
<tr>
<td>$\left(\cdot\right)<em>{\text{min}}$, $\left(\cdot\right)</em>{\text{max}}$</td>
<td>Lower and upper bounds for variable (·).</td>
</tr>
<tr>
<td>$\alpha_{ij}$, $\beta_{ij}$</td>
<td>Linepack energy threshold.</td>
</tr>
<tr>
<td>$\gamma_{ij}$, $\gamma_{ij,\text{stp}}$, $\gamma_{ij,\text{pp}}$, $\gamma_{ij,\text{FS}}$</td>
<td>Carbon emission coefficients of gas source and transitional non-gas-fired power plant (kg/Nm$^3$).</td>
</tr>
<tr>
<td>$\chi_{i,k}$, $\chi_{i,k,n}$</td>
<td>Fractions of nitrogen and oxygen.</td>
</tr>
<tr>
<td>$\chi_{i,s,n}$</td>
<td>Gas composition of gas source.</td>
</tr>
<tr>
<td>$\eta_{s,p}$, $\eta_{s,p}$</td>
<td>Efficiencies of gas-fired power plant, electrolysis, and methanation processes.</td>
</tr>
<tr>
<td>$\gamma_{ij}$</td>
<td>Gas flow direction.</td>
</tr>
<tr>
<td>$\mu_{ed}$</td>
<td>Subsidy for carbon dioxide capture ($$/Nm$^3$).</td>
</tr>
<tr>
<td>$\rho_{g,s}$</td>
<td>Gas production cost of gas source ($$/Nm$^3$).</td>
</tr>
<tr>
<td>$\rho_{g,s}$, $\rho_{g,s,\text{stp}}$</td>
<td>Density of carbon dioxide/natural gas in standard temperature and pressure condition (kg/Nm$^3$).</td>
</tr>
<tr>
<td>$\Theta_{ij}$</td>
<td>Property coefficient of the pipeline.</td>
</tr>
<tr>
<td>$\vartheta$</td>
<td>Multiplier for penalty factor.</td>
</tr>
<tr>
<td>$a_{ij,l}$, $b_{ij}$</td>
<td>Generation cost coefficients ($$/MW$^2$, $$/MW$).</td>
</tr>
<tr>
<td>$\lambda_{n}$</td>
<td>Numbers of carbon atom in the molecule of gas component $n$.</td>
</tr>
<tr>
<td>$f_{ij}$, $L_{ij}$, $D_{ij}$</td>
<td>Friction factor, length (m), and diameter of pipeline (m).</td>
</tr>
<tr>
<td>$f_{s,n}$</td>
<td>Flame speed factor.</td>
</tr>
<tr>
<td>$GCV_{n}$</td>
<td>Gross calorific value (J/Nm$^3$).</td>
</tr>
<tr>
<td>$M_{n}$, $M_{n}^{\text{air}}$</td>
<td>Molecular weights of gas component $n$ and air (kg/Nm$^3$).</td>
</tr>
<tr>
<td>$q_{ij,k}$</td>
<td>Gas demand measured with original natural gas (Nm$^3$).</td>
</tr>
<tr>
<td>$R_{ij}$</td>
<td>Gas constant.</td>
</tr>
<tr>
<td>$T_{ng}$, $Z_{ng}$</td>
<td>Temperature (K) and compressibility factor of natural gas.</td>
</tr>
<tr>
<td>$V_{ij}$, $X_{ij}$</td>
<td>Volume of the pipeline (m$^3$).</td>
</tr>
</tbody>
</table>
and flow problem in H-IEGS. An integrated optimization framework studies have begun to focus on constructing the optimal energy complexity of the whole optimization problem. Recently, a few greatly affects the energy flow pattern in H-IEGS, increasing the gravity) that used to be constant in homogeneous gas systems. It ablizes the physical properties of gas mixtures (such as specific physical constraints. The heterogeneous gas compositions vari-
to develop an accurate market clearing model with practical scheme in H-IEGS with heterogeneous gas compositions is 
gas compositions as aforementioned.

Though the nodal electricity price scheme in competitive markets has been extensively studied in the past decades [19], [20], [21], its applications in integrated energy systems are at an early stage. For example, the basic mathematical forms of marginal nodal electricity, gas, and heat prices in integrated energy systems are proposed in [22]. It is further embedded with potential carbon emission cost in [23]. The market equilibrium of electricity and gas prices based on bilateral trading is proposed in [24]. A generalized marginal price scheme and its decomposition method in integrated electricity-gas-heat systems are proposed in [25]. Nodal energy prices are used for optimal operation and strategic bidding in [26] and [27], respectively. Recently, a few studies have extended the nodal energy price scheme to energy systems with the participation of hydrogen. For example, the marginal energy pricing scheme for hydrogen is proposed in [28]. It is also integrated with power and transportation systems to guide the refueling of fuel cell vehicles in [29]. However, all these studies aim at the nodal energy price of homogeneous gas systems (pure natural gas or pure hydrogen), which cannot reflect the impacts of heterogeneous gas compositions as aforementioned.

The prerequisite for establishing the nodal energy price scheme in H-IEGS with heterogeneous gas compositions is to develop an accurate market clearing model with practical physical constraints. The heterogeneous gas compositions vari-
ablize the physical properties of gas mixtures (such as specific gravity) that used to be constant in homogeneous gas systems. It greatly affects the energy flow pattern in H-IEGS, increasing the complexity of the whole optimization problem. Recently, a few studies have begun to focus on constructing the optimal energy flow problem in H-IEGS. An integrated optimization framework in H-IEGS is first proposed in [30]. It is further extended to robust optimization with wind fluctuation [31], volt-V AR-pressure regulation [32], and flexibility region quantification of PTGs [33]. The long-term and short-term impacts of alternative gas injection on reliability are comprehensively studied in [34], [35]. However, these studies cannot be used directly in market clearing. On the one hand, detailed physical constraints (such as the impacts of gas composition variations on the specific gravity in gas flows) are usually overlooked to simplify the calculation. As a result, the optimization results cannot accurately reflect the impacts of hydrogen blending on the nodal energy price. On the other hand, some optimization models are still nonconvex and are solved with general nonlinear solvers. The dual problem can not be tractably obtained to calculate the nodal energy price.

To address the research gaps, this paper proposes a novel nodal energy price scheme in the carbon emission-embedded H-
IEGS considering heterogeneous gas compositions. The detailed contributions are summarized as follows:

1) A novel joint market clearing model for H-IEGS is pro-
posed, where: i) The detailed physical constraints on gas flow considering the impact of gas composition variations are incorporated to improve the accuracy of the optimization model. ii) Carbon emission cost is also leveraged to reflect the values of hydrogen blending in carbon emission reductions. iii) Linepack energy is restrained to maintain the robustness of the H-IEGS during continuous market operation. Compared to the traditional nodal energy price scheme, the proposed scheme can guarantee fairness for energy consumers by considering spatial differences in gas compositions.

2) A tractable solution method for nodal energy prices in H-IEGS is proposed, where: i) Taylor approximation is tailored to tackle the high nonlinearities and nonconvexi-
ties with different forms in the market clearing problem. ii) A successive second-order cone programming (SSOCP) is developed. It uses convex optimization models and adaptively increasing penalty factors to gradually approxi-
mate the original model, so that the dual problem can be formulated to obtain the nodal energy price. iii) A warm-
start technique is developed to provide initial reference points for SSOCP based on historical operation data, so the computation efficiency can be improved during the continuous market clearing.

3) The effects of the proposed nodal energy price scheme are comprehensively investigated using practical large-
scale Northwest H-IEGS in China. By considering the heterogeneous gas composition and carbon emission, the average nodal gas price decreased by 8.48% lower than the value without hydrogen injection. It shows that our scheme can both reflect the impacts of the inconsistent GCV and values of decarbonization by the hydrogen injection, which could provide more incentives in future market operations. Moreover, the major constraints from gas quality on the nodal energy price are identified through sensitivity analysis. If the gas security constraints are further relaxed due to technical advancement, the nodal

Fig. 1. Illustration of nodal energy prices in gas systems with heterogeneous gas compositions (green and blue colors represent natural gas and hydrogen respectively).
energy price can decrease by 9%, which further reveals the value of hydrogen blending in the energy system decarbonization.

II. ILLUSTRATION OF NODAL ENERGY PRICE IN H-IEGS

The structure of the H-IEGS is shown in Fig. 2. (a). The H-IEGS contains two networks, namely, the electricity network and the gas network. The electricity is mainly supplied by traditional fossil power plants (which use fossil fuels other than gas to generate electricity) and renewable generation (mainly refer to wind farms in this paper). The gas system is mainly supplied by natural gas and biogas sources. Gas-fired power plants and PTGs are the key components that couple the two energy systems. Gas-fired power plants consume gas from the gas system to generate electricity, while PTGs produce hydrogen and methane by consuming surplus renewable generations. The alternative gas injection process is shown in Fig. 1. The hydrogen can be further injected into the gas pipelines and fully mixed. Then, the gas mixture will be transported to other locations to meet the demands of energy consumers.

Fig. 3 shows how renewable generation and hydrogen blending affect both nodal electricity and gas prices. Generally in energy systems, nodal energy prices are affected by many factors, such as renewable generations, load levels, etc. Particularly in H-IEGS, the nodal energy prices in two energy systems are affected by the hydrogen blending modes, and are tightly coupled by gas-fired power plants and PTGs. For example, as shown in Fig. 3, the propagation of nodal energy prices can be illustrated by four phases. In phase I, we assume that the wind power increases. Then in phase II, due to the lower marginal price of wind generation, the electricity buses that are close to the wind farms (e.g., #1, #2, and #3) will have lower nodal electricity prices. Then, the hydrogen production of PTG at electricity bus #3 may increase (suppose the gas security limits are not violated). In phase III, because the hydrogen fraction in the injection point (gas bus #7) is higher, the GCV and nodal gas price will decrease. This hydrogen content will also propagate to adjacent gas buses (such as #5, #6, and #8), causing their GCV and nodal price to decrease. In Phase IV, the joint effects of lower GCV and lower gas cost may further affect the generation cost of gas-fired power plants, and thus influence the electricity prices in return.

To investigate this problem, this paper is implemented mainly in four steps, as shown in Fig. 2(b). The analysis of the nodal energy price scheme includes three major steps, which are depicted in Sections III and IV. Section III-A focus on building the gas flow model considering the hydrogen injections and consequent variant gas compositions. Then, by considering the coupling in two energy systems and gas security constraints,
we formulate the joint market-clearing model. In Section IV, the original nonconvex optimization problem is reformulated into a tractable second-order-cone programming problem, and then solved using successive programming methods to obtain the nodal energy price. Finally, in the case study, small and large-scale cases are both used to demonstrate the superiority of our price scheme, which can reflect the impacts and decarbonization value of hydrogen injection.

III. JOINT MARKET CLEARING MODEL OF H-IEGS

The nodal energy prices are obtained by the joint market clearing of H-IEGS in the day-ahead based on the forecast wind speed and energy demands. The objective is to minimize the total operating cost of H-IEGS during the operation horizon, as shown in (1), including gas production cost, electricity generation cost, and carbon emission cost. Notably, the carbon dioxide emission can be penalized either on the supplied side or the demand side (as two widely adopted carbon calculation methods) [36]. In this work, we use the inventory-based method, and penalize the carbon dioxide emission that exceeds the carbon budget from the supply side. Since the electricity generation and gas supply will eventually be consumed by end-users, we assume the complete combustion of gas, and thus it is equivalent to calculating carbon emissions from either the supply or demand side. The carbon emission includes the part from gas sources, traditional fossil power plants, and the carbon capture from PTGs (used as raw material to produce methane). Here we mainly focus on deterministic optimization, while it can be easily extended to stochastic and robust operation frameworks.

\[
\begin{align*}
\min \sum_{k \in K} \sum_{i \in I} \left( \sum_{s \in S_i} \left( \mu_{ggs}\beta_{i,s,k} + \mu_{cd}\beta_{i,s,k} \right) + \sum_{l \in L^{pp}} \left( a_{i,l} \left( \beta_{i,l,k} \right)^2 + b_{i,l} \beta_{i,l,k} + \mu_{cd}\beta_{i,l,k} \right) - \sum_{h \in H_i} \beta_{i,h,k} \right) \\
\end{align*}
\]

where \(i\) and \(k\) are the indicators for the bus, dispatch interval, and system component, respectively; \(s\), \(l\), and \(h\) are indicators for gas source, generator, and PTG, respectively; \(S\) and \(K\) are the sets of buses and dispatch intervals, respectively; \(S_i\), \(L^{pp}\), and \(H_i\) are the sets of gas sources, traditional fossil power plants, and PTGs at bus \(i\), respectively; \(q_{i,s,k,n}^{gs}\) is the gas production of gas source \(s\) at bus \(i\) in dispatch interval \(k\); \(g_{i,l,k}\) is the electricity generation of generator \(l\) at bus \(i\) in dispatch interval \(k\); \(\beta_{i,s,k}\) is the methane production of PTG \(h\) at bus \(i\) at dispatch interval \(k\); \(\lambda_{i,s,n}\) and \(\mu_{cd}\) are the carbon emission coefficients of gas source \(s\) and traditional fossil power plant \(l\) at bus \(i\), respectively; 

A. Gas System Constraints

Gases supplied from different gas sources have different gas compositions (e.g., the gas supply from biogas usually has a lower methane fraction than that from natural gas), as shown in (2). As a result, the carbon emission coefficients are different. We assume all the gases are combusted completely at the user’s end. Then, the carbon emission factor can be calculated by (3). All the gas sources should operate within their upper and lower bounds as in (4).

\[
q_{i,s,k,n}^{gs} = \chi_{i,s,n}^{gs} q_{i,s,k}^{gs} + \sum_{n \in N} q_{i,s,n}^{gs} = 1 \\
\beta_{i,s,k} = \sum_{n \in N} C_n \chi_{i,s,n}^{gs} \rho_{cd, \text{stp}} \\
q_{i,s}^{gs,\text{min}} \leq q_{i,s,k}^{gs} \leq q_{i,s}^{gs,\text{max}}
\]

where \(n\) is the index for gas composition; \(N\) is the set of gas compositions. In this paper, we consider seven typical components of natural gas, i.e., \(n = 1, 2, \ldots, 7\), including methane, ethane, propane, butane, hydrogen, nitrogen, and carbon dioxide. \(q_{i,s,k,n}^{gs}\) is the gas production of gas component \(n\) from gas source \(s\) at bus \(i\) in dispatch interval \(k\); \(\chi_{i,s,n}^{gs}\) is the molar fraction of gas component \(n\) of gas source \(s\) at bus \(i\); \(C_n\) is the number of carbon atoms in gas component \(n\); \(\rho_{cd, \text{stp}}\) is the density of carbon dioxide in standard temperature and pressure conditions; \(q_{i,s}^{gs,\text{min}}\) and \(q_{i,s}^{gs,\text{max}}\) are the lower and upper bounds of gas source \(s\) at bus \(i\), respectively.

The gas demand for gas appliances is usually combusted to produce heat energy, like gas water heaters, gas cooktops, etc. In the H-IEGS which has a lower GCV due to the hydrogen, the amount of gas demand measured by gas flow rate may increase, compared with the traditional natural gas systems. Nonetheless, the energy of the gas demands in the two cases should be the same. Thus, we have:

\[
\sum_{n \in N} GCV_n q_{i,k}^{d,ng} = GCV^{ng} q_{i,k}^{ng} \\
q_{i,k,n}^{d} \sum_{n \in N} q_{i,k,n}^{d} = \chi_{i,k,n}
\]

where \(GCV_n\) is the GCV of gas composition \(n\); \(GCV^{ng}\) is the GCV of natural gas; \(q_{i,k,n}^{d}\) is the gas demand of gas component \(n\) at bus \(i\) in dispatch interval \(k\); \(q_{i,k,n}^{d,ng}\) is the total gas demand at bus \(i\) in dispatch interval \(k\); \(\chi_{i,k,n}\) is the molar fraction of gas component \(n\) at bus \(i\) in dispatch interval \(k\).

The gases from gas sources are transported to gas demands by the pipeline network. The gas pressure drop and the gas flow can...
be described by the Weymouth (7). The gas flow is the sum of the
gas flows of all components, as shown in (8). Due to the hydrogen
blending, the gas constant $\gamma_{ij,k}$ now varies with the dispatch
interval $k$. Thus, in the Weymouth equation, the square
pressure drop no longer has a linear relationship with the square of gas
flow. The gas constant is associated with gas composition, as
calculated by (9). Moreover, the gas composition of the gas
mixture in the pipeline should inherit from the corresponding
upper stream bus, as shown in (10). The gas flow and pressure
should also be limited within the lower and upper bounds, as
shown in (11)–(13).

$$p_i^2 - p_j^2 = \gamma_{ij} \Theta_{ij}^2 r_{ij,k} q_{ij,k}^2$$  \hspace{1cm} (7)

$$\sum_{n \in N} q_{ij,k,n} = q_{ij,k}$$  \hspace{1cm} (8)

$$r_{ij,k} = \sum_{n \in N} R_n \chi_{ij,k,n}$$  \hspace{1cm} (9)

$$\frac{q_{ij,k,n}}{q_{ij,k}} = \left(1 + \gamma_{ij} \chi_{ik,n} + (1 - \gamma_{ij}) \chi_{jk,n}\right) / 2$$  \hspace{1cm} (10)

$$\left(\gamma_{ij} - 1\right) q_{ij,k,n}^{\max} / 2 \leq q_{ij,k,n} \leq \left(\gamma_{ij} + 1\right) q_{ij,k}^{\max} / 2$$  \hspace{1cm} (11)

$$\left(\gamma_{ij} - 1\right) q_{ij,k,n}^{\max} / 2 \leq q_{ij,k,n} \leq \left(\gamma_{ij} + 1\right) q_{ij,k}^{\max} / 2$$  \hspace{1cm} (12)

$$p_{i,k}^{\min} \leq p_{i,k} \leq p_{i,k}^{\max}$$  \hspace{1cm} (13)

where $p_{i,k}$ is the gas pressure at bus $i$ in dispatch interval $k$;
respectively; $\gamma_{ij}$ is the direction of gas flow, where $\gamma_{ij} = 1$
indicates that gas flows from bus $i$ to $j$, and $\gamma_{ij} = -1$ indicates
otherwise; $\Theta_{ij}^2 = 10 f_{ij} \left(\rho_{n}^{\alpha} \rho_{n}^{\beta} \pi D_{ij}^{2} / T_{n}^0 L_{ij} z_{n}^{\alpha} T_{n}^0 \right)$ is the property coefficient
of the Weymouth equation, where $f_{ij}$, $L_{ij}$, and $D_{ij}$ are the
friction factor, length, and diameter of pipeline $ij$, respectively;
$T_{n}^0$ is the temperature of the gas, which is assumed to be
constant in the system during the operation; $\rho_{n}^{\alpha}$ is the gas density
at the standard temperature and pressure conditions; $z_{n}^{\alpha}$ is the compressibility factor, which almost does not change with gas
composition; $q_{ij,k,n}$ is the gas flow rate of gas component $n$ in
pipeline $ij$ at dispatch interval $k$; $q_{ij,k}$ is the gas flow for all
gas components at dispatch interval $k$; $R_n$ is the gas constant of
gas component $n$; $q_{ij,k}^{\max}$ is the capacity of the pipeline $ij$; $p_{i,k}^{\min}$
and $p_{i,k}^{\max}$ are the lower and upper bounds of the gas pressure,
respectively.

During transmission, different gas components may be mixed
in a single bus and then transported to downstream locations.
Then, the gas composition at the gas bus can be calculated by:

$$\chi_{i,k,n} = \left(\sum_{s \in S_i} q_{i,s,k,n}^{gs} + \sum_{h \in H_i} q_{i,h,k,n}^{ptg} + \sum_{j \in J_i} \frac{1 - \gamma_{ij}}{2} q_{ij,k,n} \right) / \left(\sum_{s \in S_i} q_{i,s,k,n}^{gs} + \sum_{h \in H_i} q_{i,h,k,n}^{ptg} + \sum_{j \in J_i} \frac{1 - \gamma_{ij}}{2} q_{ij,k} \right)$$  \hspace{1cm} (14)

where $q_{i,h,k,n}^{ptg}$ is the production of gas component $n$ of PTG $h$
in bus $i$ at dispatch interval $k$; It can represent either methane
production $q_{i,k,n}^{ptg}$ when $n = 1$, or hydrogen production $q_{i,h,k}^{hy}$
when $n = 5$; $J_i$ is the set of buses that are connected to bus
$i$. The gas flow direction $\gamma_{ij}$ is prespecified by solving the
optimal energy flow problem with hydrogen injection replaced
by natural gas, and thus the above equation only contains bilinear
terms [39].

During the mixing process, the nodal gas balancing should be
met for $\forall n \in N'$:

$$\sum_{s \in S_i} q_{i,s,k,n}^{gs} + \sum_{h \in H_i} q_{i,h,k,n}^{ptg} + \sum_{j \in J_i} \frac{1 - \gamma_{ij}}{2} q_{ij,k,n} = \sum_{j \in J_i} \frac{1 + \gamma_{ij}}{2} q_{ij,k,n} + \sum_{l \in L_{ij}^{opp}} q_{i,l,k,n}^{opp} + q_{i,k,n}^{d} \lambda_{ij,k,n}$$  \hspace{1cm} (15)

where $L_{ij}^{opp}$ is the set of gas-fired power plants at bus $i$; $q_{i,l,k,n}^{opp}$
is the gas consumption of gas component $n$ of gas-fired power
plant $l$ at bus $i$ at dispatch interval $k$; $\lambda_{ij,k,n}$ is the dual variable
of constraints (15).

As the gas compositions fluctuate during the operation, they
should be contained above a certain limit because excessive hy-
dergen injection may jeopardize the normal operation, and even
the safety of H-IEGS. According to the recently amended Gas
Safety (Management) Regulations [40], the Wobbe index (WI),
flame speed factor (FS), relative density, and the molar fraction
of hydrogen can serve as indices to regulate gas security. WI
measures the heat energy output of gas appliances by consuming
the same volume of the gas mixture at the same condition [41].
The operating conditions (such as rated gas flow rate) of gas
appliances (such as gas water heaters) are usually tested under
the same conditions. If the Wobbe index is not consistent with
hydrogen injection, then the gas water heater may not be able to
reach the setting temperature at the rated gas flow rate. Therefore,
limiting the value of WI is an important measure to ensure the
normal functioning of gas systems under hydrogen injections.
FS quantifies the speed at which a flame front travels through a
fuel-air mixture. Therefore, the FS constraint is vital in ensuring
stable combustion and avoiding flashbacks [42]. Therefore, we
have (16)–(22):

$$RD_{i,k} = \sum_{n \in N} \chi_{i,k,n} M_n / M_{air}$$  \hspace{1cm} (16)

$$WI_{i,k} = \sum_{n \in N} \chi_{i,k,n} GCV_n / \sqrt{RD_{i,k}}$$  \hspace{1cm} (17)

$$FS_{i,k} = \frac{\sum_{n \in N} \chi_{i,k,n} f_{s_n}}{AF + 5 \chi_{i,k,n}^{max} + 18.8 \chi_{i,k,n}^{max} + 1}$$  \hspace{1cm} (18)

$$0 \leq \chi_{i,k,n}^{hy} \leq \chi_{i,k,n}^{hy,max}$$  \hspace{1cm} (19)

$$RD_{i,k} \leq RD_{i,k}^{max}$$  \hspace{1cm} (20)

$$WI_{i,k} \leq WI_{i,k}^{max}$$  \hspace{1cm} (21)

$$FS_{i,k}^{min} \leq FS_{i,k} \leq FS_{i,k}^{max}$$  \hspace{1cm} (22)

where $RD_{i,k}$, $WI_{i,k}$, and $FS_{i,k}$ are the relative density, WI, and
FS of the gas mixture at bus $i$ in dispatch interval $k$, respectively;
$M_n$ is the molecular weight of gas component $n$; $M_{air}$ is the
molecular weight of air; $\chi_{i,k,n}^{hy}$, $\chi_{i,k,n}^{max}$, and $\chi_{i,k,n}^{max}$ are the molar
fractions of hydrogen, nitrogen, and oxygen in bus $i$ at dispatch
interval $k$, respectively; $f_{s_n}$ is the flame speed factor of gas
component \( n \); \( AF \) is the air-fuel ratio; \( \chi_{hy,\max} \) and \( RD_{\max} \) are the upper bounds of hydrogen molar fraction and relative density, respectively; \( WI_{\min}, WI_{\max}, FS_{\min} \) and \( FS_{\max} \) are the lower and upper bounds of WI and FS, respectively.

Moreover, considering the hydrogen injection could significantly change the GCVs and gas flow pattern, to maintain the robustness of the H-IEGS, the linepack energy level should be maintained above a certain level, as in (26). The calculation method is shown below, where (23) is the gas state equation, (24) calculates the average gas density in the pipeline, and (25) calculates the linepack energy. The derivation process of the two equations can be found in [43].

\[
\rho_{i,k} = \frac{p_{i,k}}{r_{i,k} \cdot n_{T}^{ng}} \quad \text{(23)}
\]

\[
\rho_{ij,k} = 2 \left( \frac{p_{i,k} + p_{j,k}}{p_{i,k}} - \frac{p_{i,k} + p_{j,k}}{p_{i,k}} \right) \quad \text{(24)}
\]

\[
\psi_{ij,k} = V_{ij} \sum_{n \in N} GC\nu_{n} \chi_{ij,k,n} \rho_{ij,k} \quad \text{(25)}
\]

\[
\psi_{ij,k} \geq (1 - \alpha_{ij}) \psi_{ij}^{*} \quad \text{(26)}
\]

where \( \rho_{i,k} \) and \( \rho_{ij,k} \) are the gas densities at bus \( i \) and in pipeline \( ij \) at dispatch interval \( k \), respectively; \( \psi_{ij,k} \) is the linepack energy of pipeline \( ij \) at dispatch interval \( k \); \( V_{ij} \) is the volume of pipeline \( ij \); \( \alpha_{ij} \) is the linepack threshold; \( \psi_{ij}^{*} \) is the reference value for linepack energy.

B. Electricity System Constraints

The DC power flow model is usually adopted in the transmission-level nodal price calculation in electricity systems for robustness and computation speed [44]:

\[
\sum_{l \in L^{T}} g_{i,l,k} - g_{i,l,k}^{d} - \sum_{h \in H} g_{i,h,k}^{ptg} - \sum_{j \in J} g_{ij,k} - \sum_{l \in L^{ng}} g_{i,l,k}^{ng} = 0 \quad : \lambda_{i,k}^{T} \quad \text{(27)}
\]

\[
\theta_{i,k} - \theta_{j,k} = X_{ij} \psi_{ij,k} \quad \text{(29)}
\]

\[
\theta_{i,k}^{\min} \leq \theta_{i,k} \leq \theta_{i,k}^{\max} \quad \text{(28)}
\]

\[
\theta_{i,k} \leq \theta_{ij,k} \leq \theta_{ij,k}^{\max} \quad \text{(30)}
\]

where \( L_{l}^{ng} \) is the set of renewable generators in bus \( i \); \( g_{i,l,k}^{\min} \) and \( g_{i,l,k}^{\max} \) are the minimum and maximum electricity generation of generator \( l \) in bus \( i \), respectively (the renewable generation capacity is related to \( k \)); \( g_{i,h,k}^{ptg} \) is the electricity consumption of PTG \( h \) at bus \( i \) at dispatch interval \( k \); \( g_{ij,k}^{ng} \) is the electricity demand in bus \( i \) at dispatch interval \( k \); \( g_{ij,k} \) is the electric power flow in electric branch \( ij \); \( \lambda_{i,k}^{T} \) is the dual variable of constraint (27); \( \theta_{i,k} \) is the voltage phase angle; \( X_{ij} \) is the reactance of electric branch \( ij \); \( g_{ij,k}^{\max} \) is the capacity of the branch.

C. Coupling Constraints

Gas-fired power plant consumes gas from the gas system to generate electricity. Its energy conversion relationship can be represented by (31). The gas composition of the consumed gas should equal the gas composition at the corresponding bus as in (32). We assume the efficiency of the gas-fired power plant is constant. Then, its generating capacity depends on the maximum inlet flow rate and the GCV of gas mixtures. Therefore, the generating capacity of gas-fired power plants may change during the operation, as shown in (33).

\[
g_{i,t,l,k}^{\text{app}} = \eta_{i,t,l,k}^{\text{gpp}} \sum_{n \in N} GC\nu_{n} n_{i,t,l,k,n} \quad \text{(31)}
\]

\[
g_{i,t,l,k}^{\text{app}} \leq \eta_{i,t,l,k}^{\text{gpp}} GC\nu_{n} \rho_{i,l,k,n} \quad \text{(32)}
\]

\[
g_{i,t,l,k}^{\text{app}} \leq \eta_{i,t,l,k}^{\text{gpp}} GC\nu_{n} \rho_{i,l,k,n} \leq g_{i,t,l,k}^{\text{gpp, max}} \quad \text{(33)}
\]

where \( \eta_{i,t,l,k}^{\text{gpp}} \) is the energy conversion efficiency of gas-fired power plant \( l \) in bus \( i \); \( g_{i,t,l,k}^{\text{gpp, min}} \) and \( g_{i,t,l,k}^{\text{gpp, max}} \) are the minimum and maximum electricity generation of gas-fired power plant \( l \) at bus \( i \) with original natural gas (without blending hydrogen).

PTG consumes electricity to produce synthetic gas. The energy conversion relationship and capacity can be calculated by:

\[
g_{i,t,h,k}^{\text{hy}} GC\nu_{h} + \eta_{i,t,h,k}^{\text{me}} GC\nu_{h} / \eta_{i,t,h,k}^{\text{el}} = g_{i,t,h,k}^{\text{ptg}} \quad \text{(34)}
\]

\[
g_{i,t,h,k}^{\text{ptg}} \leq \eta_{i,t,h,k}^{\text{hy, max}} GC\nu_{h} / \eta_{i,t,h,k}^{\text{el}} \quad \text{(35)}
\]

\[
\eta_{i,t,h,k}^{\text{me}} \cdot \eta_{i,t,h,k}^{\text{hy},h} \geq 0 \quad \text{(36)}
\]

where \( g_{i,t,h,k}^{\text{hy}} \) is the hydrogen production of PTG \( h \) in bus \( i \) at dispatch interval \( k \), respectively; \( \eta_{i,t,h,k}^{\text{me}} \) and \( \eta_{i,t,h,k}^{\text{el}} \) are the energy conversion efficiencies in the methanation and electrolysis processes, respectively; \( GC\nu_{h} \) and \( GC\nu_{h}^{\text{hy}} \) are the GCVs of methane and hydrogen, respectively. Similarly, the carbon capture factor \( \beta_{i,h} \) equals \( M_{cd} \), where \( M_{cd} \) is the molecular weight of carbon dioxide.

IV. SOLUTION METHOD

A. Solution Method for Nodal Energy Price

During the solution of the market clearing problem formulated in the last section, the dual variables can be calculated as the nodal energy prices. However, the above optimization problem is highly nonlinear and nonconvex. The nonlinearity is mainly caused by: i) The nonlinear terms in the calculation of linepack energy in (23)–(26); ii) the product of multiple decision variables in the Weymouth (7) with varying gas constants; iii) the bilinear terms in the gas mixing regarding the gas compositions (6), (10), (14), and (32); iv) the square of root term in Wobbe index in (17).

First, we linearize the Wobbe index constraint and the linepack energy constraints by first-order Taylor approximation as follows:

\[
WI_{\min} \leq \frac{2GC\nu_{i,k}}{\sqrt{R_{D,\max}^{ng} / R_{D,\max}^{ng}}} \leq WI_{\max} \quad \text{(37)}
\]

\[
\sum_{n \in N} GC\nu_{n} (\chi_{n}^{ng} \rho_{n}^{ng} + (\chi_{ij,k,n} - \chi_{n}^{ng}) \rho_{n}^{ng}) + \chi_{n}^{ng} (\rho_{ij,k} - \rho_{n}^{ng}) \geq (1 - \alpha_{ij}) \psi_{ij}^{*} \cdot n_{ij} \cdot r_{ij} \cdot \rho_{ij}^{ng} \quad \text{(38)}
\]
\[ \rho_{ij,k} = \rho^{ng} + \frac{\partial \rho_{ij,k}}{\partial \rho_{i,k}} (\rho_{i,k} - \rho^{ng}) + \frac{\partial \rho_{ij,k}}{\partial \rho_{j,k}} (\rho_{j,k} - \rho^{ng}) \]

where \( RD^{ng}, \rho^{ng}, \) and \( \chi^{ng} \) are the relative density, gas density, and gas composition of natural gas, respectively.

Then, the market clearing problem can be preliminarily simplified into a quadratic programming problem with quadratic equality constraints (the gas constant in (7) is tentatively regarded as a constant here). It can be written in the following compact form:

\[
\begin{align*}
\min_u & \quad u^T Qu + c^T u \\
\text{subject to:} & \quad u^T Pu + Au + b = 0 \\
& \quad C \rho^2 + \gamma Dq^2 = 0 \\
& \quad Eu + f \leq 0
\end{align*}
\]

where (41), (42), and (43) represent the bilinear constraints, Weymouth equation constraints, and linear constraints in the market clearing problem, respectively; (41) corresponds to (6), (14), (23)–(26), and (32); (42) corresponds to (7); (43) is corresponding to the rest of the constraints, i.e., (2)–(5), (8)–(13), (15), (16), (18)–(22), (27)–(31), (33)–(36); \( u \) is the set of decision variables; \( p \) and \( q \) represent the sets of pressures and gas flows, respectively; \( P, Q, c, A, b, C, D, E \) and \( f \) are the coefficient matrices.

Due to the quadratic equality constraints, the optimization problem still can not be tractable solved. However, we note that the epigraph of constraints (41) and (42) on their domains are convex. Then, we can solve it by using successive second-order cone programming (SSOCP). For example, (41) can be linearized as:

\[
\hat{u}^T Pu + \nabla (u^T Pu) (u - \hat{u}) + Au + b + \delta^{mx} = 0
\]

where \( \hat{u} \) is the set of reference points; \( \delta^{mx} \) is the set of Taylor series remainders for this constraint.

For the reformulated Weymouth equation, we can approximate it by a convex-concave procedure:

\[
\begin{align*}
C \rho^2 + Dq^2 & \leq 0 \\
C \hat{p} (p - \hat{p}) + D \hat{q} (q - \hat{q}) + \delta^{wm} & \geq 0
\end{align*}
\]

where \( \hat{p} \) and \( \hat{q} \) are the reference points of gas pressure and gas flow, respectively; \( \delta^{wm} \) is the set of Taylor series remainders.

Adding the slack variable to the objective function, we obtain the new optimization problem in a second-order cone form:

\[
\begin{align*}
\min_{\mu, \delta} & \quad u^T Qu + c^T u + \varphi (1^T \delta) \\
\text{subject to:} & \quad A^T \mu + b^T \geq 0 : \lambda \\
& \quad || c'_m u_m + d'_m ||_2 \leq c'_m u_m + f'_m : \nu, \omega, \forall m \in \mathcal{M}_{SOC}
\end{align*}
\]

where \( A', b', c'_m, d'_m, e'_m, \) and \( f'_m \) are the updated coefficient matrices in \( m \)th second-order cone constraint; \( \varphi \) is the set of penalty coefficients; \( \delta = \{ \delta^{mx}, \delta^{wm} \} \) is the set of slack variables; \( \mathcal{M}_{SOC} \) is the set of second-order cone constraints; \( \lambda \) is the set of dual variables for linear constraints; \( \nu \) and \( \omega \) are the sets of dual variables for second-order cone constraints.

Accordingly, the dual problem can be obtained as:

\[
\begin{align*}
\min_{\lambda} & \quad \frac{1}{4} \lambda^T A' Q^{-1} A'^T \lambda + (c^T Q^{-1} A'^T + b'^T) \lambda + \\
& \quad \sum_{m \in \mathcal{M}_{SOC}} (\mu_d d_m^T + \omega f_m^T) \\
\text{subject to:} & \quad c' = A'^T \lambda + \sum_{m \in \mathcal{M}_{SOC}} (c'_m \nu + e'_m \omega) \\
& \quad \lambda \geq 0, \quad || \nu ||_2 \leq \omega
\end{align*}
\]

The nodal energy price can be obtained by solving the above dual problem. The detailed procedures are illustrated in the next subsection.

**B. Warm-Start for Continuous Market Clearing**

The convergence efficiency of SSOCP in the last subsection depends on the initial reference points of the decision variables (e.g., \( \hat{u} \)). Besides adding penalty factors in the objective functions (e.g., \( p^2 \) or \( q^2 \)) as previous research does, we propose a warm-start method to facilitate convergence during continuous market clearing. The basic idea of this method is to use the information in former operation periods to select initial values closer to optimal points. By this means, the computation efficiency can be improved without sacrificing accuracy.

For the market clearing problem at each dispatch interval \( k \), we look for similar renewable generation and load patterns that have appeared in the previous dispatch interval \( \kappa \). Initially, we have a base scenario where the wind generation and energy loads are at their rated values, and the operating state of the H-IEGS
Algorithm 1: SSOCP for Market Clearing in H-IEGS.

Initialize the iteration indicator \( i = 0 \); Initialize the penalty factor \( \varphi^i \). Set the maximum penalty factor as \( \varphi^{\text{max}} \). Set the multiplier for the penalty factor in each iteration as \( \varphi^i \). Set the convergence criterion as \( \epsilon \).

Initialize the value of \( \text{gap}, \text{gap} > \epsilon \).

Solve optimization problem (47)-(49) at the base scenario, and obtain the system state as \( x_0 \).

for \( k \in \mathcal{K} \) do

if \( k = 1 \) then

Set initial reference points according to \( x_0 \)
else

Set initial reference points according to (56) and (57).
endif

while \( \text{gap} > \epsilon \) do

Solve the optimal energy flow problem by assuming the homogeneous gas composition to obtain the gas flow direction \( \gamma_{ij} \) [45].

Solve optimization problem (47)-(49) to obtain the state of the H-IEGS, denoted as \( x^t \).

Calculate the gap as:

\[
\text{gap} = \frac{2| x^t - x^{t-1} |}{ x^t + x^{t-1} } \tag{53}
\]

if \( \text{gap} < \epsilon \) then

Solve the dual problem (50)-(52). Obtain the dual variables \( \lambda^i \) and \( \lambda^g_{i,k,n} \). The nodal electricity price is \( \lambda_{i,k} \); the nodal gas price is calculated by:

\[
\lambda^g_{i,k} = \sum_{n \in \mathcal{N}} \chi_{i,k,n} \lambda^g_{i,k,n} \tag{54}
\]

else

Update the penalty factor as:

\[
\varphi^{i+1} = \min \{ 0, \varphi^i, \varphi^{\text{max}} \} \tag{55}
\]

Update the reference point \( \hat{u}^t \) as \( \hat{u}^t \); update gas constant \( r^t \) as the reference point \( \hat{r} \) in the Weymouth (7).
endif

end while
end for

is denoted as \( x_0 \). Take wind generation as an example. In the market clearing problem in dispatch interval \( k \), we have a set of renewable generating capacities \( g_{k}^{\text{rng}}, i \in \mathcal{I}, l \in \mathcal{L}_{k}^{\text{rng}} \). For each dispatch interval \( k \), we calculate the distance between the wind generation at the current dispatch interval \( k \) and previous dispatch interval \( \kappa \) (if \( k = 1 \), we calculate the weighted distance between \( k \) and the base scenario):

\[
\mathbf{d}_{k,\kappa}^{\text{rng}} = || g_{k}^{\text{rng}} - g_{\kappa}^{\text{ rng}} || / || g^{\text{rng}} || \tag{56}
\]

where \( \mathbf{d}_{k,\kappa}^{\text{rng}} \) is the distance between the wind generation of \( k \) and \( \kappa \). \( g^{\text{rng}} \) is the rated power of renewable generation. The weighted distance of energy demands can be calculated similarly.

The energy demands mainly influence the gas pressure and gas flow, while wind generation usually influences the gas composition. Taking the initial reference point of gas composition as an example, we can calculate it by:

\[
\hat{X}_k = \sum_{\kappa=1}^{k} \frac{e^{-d_{\kappa}^{\text{rng}}}}{\sum_{\kappa=1}^{k} e^{-d_{\kappa}^{\text{rng}}}} X_{\kappa} \tag{57}
\]

where \( X_{\kappa} \) is the solution of \( \hat{X} \) at dispatch interval \( \kappa \).

The specific SSOCP procedures for the market clearing problem with the proposed warm-start method are illustrated in Algorithm 1.

V. CASE STUDIES

An H-IEGS test case, consisting of IEEE 24 RTS and Belgium natural gas transmission system is used to validate the proposed method [46], [47]. The topological structure of the test system is shown in Fig. 4. The two energy systems are tightly coupled by PTGs and gas-fired power plants. Three wind farms are located at electricity bus #18, #22, and #23, respectively. Three PTGs connect electricity bus #18 and gas bus #1, electricity bus #22 and gas bus #5, and electricity bus #23 and gas bus #8, respectively. The gas compositions of gas sources are set according to [48].

A. Validation of Proposed Methods

In this subsection, the proposed SSOCP method is validated. We assume all the wind farms operate at their rated power.

The convergence curve is shown in Fig. 5. As we can see, the algorithm converges after five iterations (the convergence criterion is set to \( 10^{-3} \)). The computation time is 0.47 s, which is 96.90% higher than the traditional nonlinear solver (the computation time of the IPOPT solver is 15.16 s). The computation accuracy is also compared in Fig. 6. The relative errors at all buses can be controlled within 4% compared with the results of the nonlinear solver, demonstrating a very satisfying accuracy.

Then, the effectiveness of the proposed nodal energy price scheme is also validated, as shown in Fig. 7. Two scenarios are set. In S1, the blending of hydrogen is considered. In S2, the hydrogen is not blended with the gas system, which means the gas compositions are homogeneous across the gas network.

Fig. 7(a) shows the nodal electricity prices. Firstly, we can find the spatial difference in electricity prices. Some electricity buses (e.g., #17, #18, #21, #22, etc.) have significantly lower electricity prices than other buses. This is because these buses are near wind farms with lower generation costs. Thus, their...
Fig. 6. Computation errors with respect to different gas components.

Fig. 7. Nodal energy prices: (a) nodal electricity price; (b) operating states of generators; (c) fuel-related price in the nodal gas price; (d) operating state of gas sources and PTGs; (e) nodal gas composition; (f) carbon emission price in the nodal gas price.

Marginal generators have lower generating costs. For example, the marginal unit of electricity bus #17 is the generator #23 at electricity bus #18, the marginal cost of which is around 2 $/MW, as shown in Fig. 7(b). Comparing S1 and S2, we can find that the nodal electricity prices with hydrogen blending are slightly higher than those without hydrogen blending. For example, the average system electricity price in S1 is 3.35% higher than in S2, and the nodal electricity price at #19 in S1 is 9.72% higher than in S2. This is because when PTGs are used to produce hydrogen, the system electricity load will increase slightly, thus increasing the marginal cost. Particularly, in the electricity buses near PTG locations and without direct connection with wind farms (such as electricity bus #19), this impact will be more significant.

The nodal gas price scheme is more complicated than the electricity price due to the variation in the physical properties of the gas. To derive the nodal gas price, we first calculate the nodal gas composition distributions across the gas network. The gas productions of different gas sources and PTGs with various gas compositions lead to different nodal gas compositions, as shown in Fig. 7(c). As we can see, the gas sources mainly comprise methane, while the PTG production mainly comprises hydrogen. Three PTGs all operate at their maximum capacity. PTGs #1 and #3 produce hydrogen, and PTG #2 further converts the hydrogen into methane due to the gas security limits. Due to the hydrogen injections by PTGs, the hydrogen fraction in the gas system is around 8.8%, while at some gas buses, such as #5 and #6, the hydrogen fractions can reach 15.49%, as shown in Fig. 7(d).

The nodal gas price can be decomposed into two parts, fuel-related price (the part of the nodal gas price that is driven by the gas production cost of gas sources), and carbon emission price (the part of the nodal gas price that is driven by the carbon emission cost). Fig. 7(e) shows the fuel-related price. Generally, the nodal fuel-related price aligns with the nodal hydrogen proportion. For example, at gas buses #5 and #6 where the hydrogen proportion is high, the nodal gas prices are lower (8.48% lower than the system average price). By further decomposing the cost based on different gas components, we can see that methane is the main driving factor for gas prices, which takes 89.17% of gas prices. Then, there are ethane, hydrogen, propane, and I-butane, respectively. Because nitrogen and carbon dioxide do not provide heat energy, their contributions to the nodal gas price are near zero. Compared with S2, the nodal fuel-related price in S1 is significantly lower by 7.34%. This is because most hydrogen in S1 is produced by consuming surplus renewable energy with nearly zero marginal cost.

Fig. 7(f) shows the carbon emission price (the total nodal gas price can be obtained by adding the fuel-related price and carbon emission price in Fig. 7(e) and 7(f), respectively). We find that the carbon emission price also aligns well with the molar fraction of hydrogen. For example, the carbon emission price of gas bus #5 is the lowest among all buses. This is because hydrogen contributes more to the gas demand at gas bus #5. With less carbon content, gas bus #5 will produce less carbon dioxide by consuming the same volume of gas. Compared to the pure gas system, the carbon emission price in H-IEGS can be reduced by 9.75%. This validates the effectiveness of hydrogen blending in saving both the operation cost and carbon emission.

B. Continuous Operation and Impact Factor Analysis of Nodal Energy Price

In this subsection, we first demonstrate the performance of nodal energy prices in the practical daily continuous operation. The energy load profiles are obtained from Australian Energy Market Operator [49], as shown in Fig. 8. The wind speed
data are obtained from the National Oceanic and Atmospheric Administration [50], where the weather stations share similar geographical locations as in the Belgium gas transmission system.

Fig. 9(a) shows the nodal electricity prices during the daily operation. We find that the nodal electricity price varies both spatially and temporally. The highest electricity price is 27.45 $/MWh, appearing at electricity bus #14 at 17:30. This is because electricity bus #14 is congested with a high-cost generating unit, and the electricity load at that time is high. Similarly, the lowest electricity price is 2.06 $/MWh, appearing at electricity bus #17 at 16:30. Thus, in the time dimension, we can assert that the electricity price varies with the changes in load patterns and wind speed. However, the temporal patterns at different buses are different. Here we take electricity buses #14, #16, and #17 as examples, as shown in Fig. 9(b). The electricity price of electricity bus #14 mainly follows the load curve, e.g., the price peak appears at 17:30. In contrast, the electricity price of electricity bus #17 follows the wind speed curve, e.g., the price valley appears at 11:00–16:30.

Fig. 9(c) shows the nodal gas price during the daily operation. The highest nodal gas price is 3355 $/Mm³, appearing at gas bus #13 at 13:30, while the lowest nodal gas price is 3003 $/Mm³, appearing at gas bus #6 at 17:30. We can find that the gas price pattern is significantly different from the electricity price. The temporal differences in gas prices are almost negligible compared with the spatial differences. This is because the gas flow pattern is relatively more stationary than the electricity flow. Thus, the changes in wind generation and energy demand merely affect the gas flow pattern and marginal cost. However, there still exist different temporal patterns of gas prices at different gas buses, as shown in Fig. 9(d). The gas price at gas bus #3 fluctuates more intensively over time compared with gas bus #5. This is because a PTG is located at gas bus #5. No matter how the gas demand fluctuates, the hydrogen production capacity of the PTG can basically cover this fluctuation and guarantee a relatively steady hydrogen proportion. Thus, the gas price at gas bus #5 is stationary. In contrast, the gas demand at gas bus #3 is mainly supplied by different gas sources. Their outputs vary with the gas load level. Thus, the nodal gas price at gas bus #3 is more fluctuated.

Through the case above, we know the impacts of wind levels and load levels on the nodal energy prices during continuous operation. Considering the policy regulations on the gas properties in the H-IEGS have not been finalized yet, here we further conduct sensitivity analysis towards the security constraints of gas composition. Different upper and lower limits of the Wobbe index and flame speed factor are set according to practical gas safety regulations [51], namely, tight, medium, and relaxed, as presented in Table II. For example, the scenario with tight FS and relaxed WI constraints are denoted as “tight-FS” and “relaxed-WI”, respectively. Since the gas constraints mainly

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Tight-FS</th>
<th>Medium-WI</th>
<th>Relaxed-FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>[0.7 m/s², 1.1 m/s²]</td>
<td>[0.8 m/s², 1.2 m/s²]</td>
<td>[0.9 m/s², 1.3 m/s²]</td>
</tr>
<tr>
<td>WI</td>
<td>[47.2, 51.4] MJ/m³</td>
<td>[46.3, 52.3] MJ/m³</td>
<td>[45.8, 54.2] MJ/m³</td>
</tr>
</tbody>
</table>

FS m/s² is the flame speed factor of the original natural gas.

TABLE II

**SCENARIO SETTINGS FOR SENSITIVITY ANALYSIS**

Fig. 10. Sensitivity analysis of nodal gas price: (a) impact of WI; (b) impact of FS.
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affect nodal gas prices other than electricity prices, we mainly focus on the sensitivities of nodal gas prices.

Fig. 10(a) shows the impact of WI (including the tightening of WI constraints and the relaxation of WI constraints) in different scenarios (including tight FS constraint scenario, middle FS constraint scenario, and relaxed FS constraint scenario). We can find that when FS constraints are set to $\pm 10\%$ and $\pm 20\%$, the WI limits merely affect the nodal gas price. This is because, in these scenarios, the hydrogen compositions are mainly restrained by the FS limit. When the FS limit further increases to $\pm 30\%$, WI begins to show impacts on the nodal gas price, especially on gas bus #5 and #6. It may cause the gas price to increase by up to 6%. This is because the gas source at gas bus #5 is relatively small, and thus the gas bus #5 and #6 are easier to violate the WI constraints with the hydrogen injection by PTG. The downstream gas buses, such as #8-#13, on the other hand, are less affected.

Fig. 10(b) shows the impacts of FS constraints with different WI limits. We can observe a clear pattern that the tightening of FS will increase the nodal gas price, while the relaxation of FS will decrease the nodal gas price in all scenarios. This is because the relaxation of FS limits will allow more injections of green hydrogens from low-cost renewable generations. Moreover, the impacts of FS on the nodal gas price can reach 9%, which is more significant than those of WI.

C. Validation Using a Large Case

In this case, we further validate the scalability of our proposed method using a large case. They are real electricity and gas systems from northwest China, consisting of 165 electricity buses and 171 gas buses [52]. The total computation time is 138.96 s.

The nodal hydrogen compositions, nodal gas prices, and gas security indices are presented in Fig. 11. We can find that the hydrogen fractions generally increase from west to east. Their values are higher in Northern Gansu, Ningxia, and Northern Shanxi provinces than in other locations. This is because the gas flows basically from west to east, and the wind farms are mainly located in the middle Ningxia, North Shanxi, and Gansu areas. Thus, the PTGs at these locations that are closer to the renewable generations tend to produce hydrogen. We can also observe that
the nodal gas price distribution presents a very similar pattern to the hydrogen fraction. This also owes to the lower marginal cost of hydrogen. As a result, the nodal gas prices in Gansu, Ningxia, and Shanxi provinces are lower than in other locations.

The WI generally presents the opposite pattern to the hydrogen fraction. In Xinjiang and Qinghai these provinces where hydrogen fraction is lower, the WI is higher. The flame speed factor, on the contrary, generally grows with the increase in hydrogen fraction. We can observe from Fig. 11(f) that some places, such as gas buses #146-148 in Ningxia provinces, have the lowest WI, which means we should pay attention to the gas qualities. However, as also shown in Fig. 11(e), these areas do not necessarily have the highest hydrogen fractions flame speed factors, or lowest gas prices. This means the gas quality and nodal gas price of the gas mixtures are not monotonically determined by hydrogen fraction, but are jointly determined by hydrogen and the quality of natural gas sources. This further demonstrates the complexity of this problem and the necessity of the qualitative method in this paper.

VI. CONCLUSION

This paper proposes a novel nodal energy price scheme for hydrogen-blended integrated electricity and gas systems considering the heterogeneous gas compositions. By numerical studies, we validated that compared with the traditional nodal energy price scheme, the proposed one can reflect the impacts of hydrogen blending (e.g., lower GCV, cost, carbon emission, etc.) in the nodal energy price. By blending the hydrogen, the system’s gas price and carbon emission price can be reduced by 8.48% and 9.75%, respectively. It validates that our scheme can both reflect the impacts of the inconsistent GCV and values of decarbonization by the hydrogen injection, which could provide more incentives in future market operations. Moreover, we identified the major constraints on the gas quality (such as the Wobbe index, flame speed factor, etc.) which significantly influence the temporal and spatial patterns of nodal energy prices. If the gas security constraints are further relaxed due to technical advancement, the nodal energy price can decrease by 9%, which further reveals the value of hydrogen blending in the energy system decarbonization. We further validate the scalability of the proposed method using a practical large-scale H-IEGS. The proposed method can help the system operator evaluate the probable energy price distributions in the future energy system if green hydrogen is widely blended and causes heterogeneous gas compositions.
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