Self-triggered coordination of distributed renewable generators for frequency restoration in islanded microgrids: A low communication and computation strategy
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ABSTRACT

Microgrid provides a promising solution to consume more distributed renewable energies. To coordinate the increasingly developed distributed renewable generators in a high flexibility and high efficiency way, distributed event-triggered mechanisms have been widely investigated in the literature to reduce the communication requirement and hence improve the control performance of microgrids. However, most of the event-triggered mechanisms mandate continuous calculation of complicated triggering conditions, which may in turn impose the computation burden of the controller and increase additional energy cost. To this end, this paper presents a distributed self-triggered control strategy for the frequency restoration in islanded microgrids with the aid of a linear clock. With this self-triggered solution, each distributed generator’s controller decides its own control and communication actions based on monitoring the linear clock, which excludes continuous calculation of any triggering conditions. Thus, the communication and computation costs can be reduced simultaneously. Moreover, Zeno behavior can be naturally excluded by the above design. The results of theoretical analysis and simulations show that the proposed distributed self-triggered control scheme can effectively coordinate distributed renewable generators with very low communication and computation requirements. Therefore, this research can improve the coordination efficiency of microgrids greatly, which is very useful for guiding the efficient operation of large-scale distributed renewable generators.

1. Introduction

To mitigate climate change, sustainable and low-carbon use of energy has become the focus of human attention [1]. Two major challenges for decarbonization of energy systems include renewable transition planning and sustainable systems operations [2]. From the perspective of renewable transition planning, the decarbonization promotes the development of distributed generators (DGs) around the world, such as photovoltaic and wind generators. From the view of sustainable systems operations, microgrids (MGs) with flexible operation ability are increasing rapidly to integrate and coordinate local loads and DGs [3], so that the investment into long-distance electricity transmission can be decreased [4]. However, compared with traditional large-scale power systems, the stable operation of MGs is more challenging [5]. The first reason is that the power output of DGs in MGs is easily impacted by changeable weather conditions, which bring more fluctuations to MGs. The second reason is that the regulation resources in MGs are generally less than the traditional generating units in large-scale power systems [6].

To maintain the stability of MGs, two control processes have been proposed and widely used in the real-time operation, i.e., the primary control and the secondary control of DGs [7]. The primary control handles quickly stabilizing the frequency and voltage of MGs when disturbances occur, which is prevalently achieved by droop control [8]. The secondary control is to compensate for the frequency and voltage deviations caused by primary droop control or during fault conditions. It can be achieved by centralized, decentralized and distributed methods, among which the distributed secondary control with local decision making and neighboring communication has the advantages of both scalability and reliability [9]. Since DGs are usually located dispersedly, the
distributed secondary control is more applicable to MGs with massive DGs than the other two ways.

To provide more operation flexibility of DGs, in recent years, there have emerged a lot of excellent papers working on distributed secondary control [10]. For example, Xin et al. [11] first use multi-agent system-based distributed control method to achieve active power sharing in MGs in a fully distributed way. Bidram et al. [12] propose the first distributed frequency/voltage restoration control strategy with a leader-follower consensus algorithm. Then, they detailedly discuss how to achieve distributed secondary control in small-scale power systems using multiagent cooperative control theory [13]. Zhang et al. [14] use distributed estimation algorithm to achieve distributed secondary control in microgrid. Hui et al. [15] propose a distributed control for frequency restoration considering both distributed generators and load resources in urban MGs. These distributed secondary control schemes mentioned above are all based on continuous control and communication assumption, i.e., the control actions and communications are successive with a small fixed sampling period. However, this assumption would degrade the efficiency of the control system. On the one hand, the continuous control is usually implemented by discretization. In order to guarantee the system stability in the worst cases, the fixed sampling time is always selected consecutively, generating a very frequent communication and computation. It is too much for the DGs with microprocessors that are usually running with limited computing and communication capability. On the other hand, with the continuous control and communication assumption, the controller will take control and communication actions even at steady states, leading to a wasteful use of the communication and computation resources and hence causing additional energy waste. Therefore, improving the efficiency of the distributed secondary control system can not only reduce system burden, but also reduce energy consumption of control and communication, which can highly improve the flexibility and efficiency of MGs, and also contributes to decarbonization, especially for the system with large-scale DGs [16].

To reduce the cost of limited resources, more attention is paid to distributed event-triggered secondary control strategies. With the event-triggered mechanism, each DG determines the triggers of its controller by continuously calculating and monitoring a complex triggering condition, leading to aperiodic and intermittent neighboring communication rather than continuous neighboring communication. A trigger means one time control action and one time communication with neighbors. Hence, the communication burden can be greatly reduced in this way. The related work includes: Fan et al. [17] design a distributed event-triggered consensus-like nonlinear state feedback control to solve the problem of reactive power sharing, with which the communication requirement is greatly reduced. Chen et al. [18] design a distributed event-triggered mechanism for frequency restoration control in MGs. With the aid of a distributed estimator, Chen et al. [19] design a distributed frequency restoration controller with event-triggered communications. After that, the authors in [20] solve both restoration and power sharing secondary control problems simultaneously with different event-triggered mechanisms [21]. By decoupling the frequency restoration and active power allocation objectives and using the event-triggered consensus algorithm in [22] to the active power sharing control, Wang et al. [23] achieve both secondary control objectives with high communication efficiency. Then, Abdolmalek et al. [24] develop a distributed event-triggered secondary controller that can naturally exclude Zeno behavior, which simplifies the controller design a lot. To tolerate communication time delay, a novel event-triggered control protocol is proposed by Xie and Lin [25] for the voltage restoration in AC MGs. To achieve faster convergence, a finite-time distributed event-triggered secondary frequency and voltage control for islanded AC MGs is proposed by Choi et al. [26]. After that, Qian et al. [27] propose a dynamic event-triggered controller for the secondary control in DC MGs, with which the inter-event time between triggers can be enlarged and hence the communications can be further reduced. However, all the distributed event-triggered control schemes mentioned above mandate continuous calculation of a triggering condition, which would in turn increase the computation cost of the controller [28]. It implies the fact that the event-triggered mechanism has to sacrifice the computation efficiency in exchange for the communication efficiency.

To overcome this dilemma, one needs to try to reduce the computation cost while maintaining communication reduction. To this end, Chen et al. [29] estimate the upper bound of the time intervals between the triggers of controllers, and use this upper bound to enlarge the triggering condition checking period to reduce the computation burden. But, the computation cost would not be much reduced if the triggering condition is very complex. In fact, the computation requirement can be further reduced by developing a distributed self-triggered mechanism [30]. By self-triggered control, it means that each controller determines its triggers using the information at previous time instant without involving the calculation of any triggering condition [31]. To the best of the authors’ knowledge, rare study can coordinate distributed generators with high communication efficiency and computation efficiency simultaneously, which motivates our research in this paper.

In this paper, a distributed self-triggered control strategy for the coordination of DGs is proposed to solve the problem of frequency restoration in islanded MGs. The contributions of this paper lie in:

1) For frequency restoration control, a linear clock is introduced to help design the self-triggered controller, with which any calculation of triggering condition is not required. Therefore, the communication and computation can be reduced simultaneously.

2) By introducing the signum function and linear clock, Zeno behavior of the designed controller can be naturally excluded due to the select parameter \( \varepsilon \), which also determines the trade-off between the control performance and the number of triggering times.

3) By using the similar designing principle, the active power sharing control is also achieved with the self-triggered mechanism, thus both objectives of frequency restoration and active power sharing are realized with high efficiency. With the proposed strategy, the coordination efficiency of distributed renewable generators in microgrids is greatly improved, which is very useful for guiding the efficient operation of large-scale distributed renewable generators.

The rest of this paper is organized as follows: Traditional distributed secondary control in islanded MGs is introduced in Section 2. In Section 3, our main results of the distributed self-triggered mechanisms designing for the frequency restoration and active power sharing of MGs are provided. In Section 4, the effectiveness of the proposed controller
is validated by several simulation results. Finally, Section 5 concludes our work in this paper.

2. Traditional distributed secondary control in islanded microgrids

In this paper, DGs are considered as photovoltaic (PV) systems, which can be modeled as inverter-based voltage sources with photovoltaic panes [32]. The block diagram of a DG is illustrated in Fig. 1. In this structure, the PV system is connected to the MG through a DC/AC inverter, an LC filter and an output line, which is also termed as output connector. For the control of the inverter-based DG, it contains the inner voltage loop, inner current loop, and PWM controller in a cascade configuration. The time scale of these control loops is very short, and hence can be neglected safely when we focus on the secondary control level. One can refer to [13] for the detailed dynamics of these inner control loops.

For the primary control in islanded MGs, it provides reference signals to the inner control loops. Droop control is one of the widely used strategies to stabilize the frequency and voltage in a trivial amount of time. Droop mechanism emulates the \( P - \omega \) and \( V - Q \) relationships of the conventional synchronous generators [33]. For \( P - \omega \) droop mechanism, it can be represented by

\[
\omega = \omega^* - m_i P_i
\]

where \( m_i \) satisfies [34]

\[
m_i = \frac{\omega_{i}^{\text{max}} - \omega_{i}^{\text{min}}}{P_{i}^{\text{max}}},
\]

On this basis, the droop-based primary control makes DGs share their active power according to their droop coefficients. Specifically,

\[
m_1 P_1 = m_2 P_2 = \cdots = m_N P_N.
\]

It is worth noting that the maximum power in the Eq. (2) is the dynamic maximum available power, while not the rated installed capacities. That is to say, the droop coefficient is based on the real-time available power output of each DG, which is dynamic with time.

In this paper, for the secondary control in islanded MGs, the main control objective is to restore the operating frequency in an islanded MG back to the reference value based on distributed cooperative control. That is, achieving the following objective in a distributed manner,

\[
lm \omega_i(t) = \omega^*_i.
\]

For distributed secondary control, since the control algorithm is placed at DGs’ local, in order to achieve the global objective, the communication network plays a vital role. Mathematically, the communication network can be represented by an undirected graph \( G = (V,E,A) \). \( V \) denotes the vertex set, representing the set of DGs in MGs. \( E \) denotes the edge set, representing the set of communication links between DGs. \( A = [a_{ij}]_{n,n} \) is the adjacency matrix, characterizing the communication relationship between DGs, where \( n \) is the total number of DGs. \( a_{ij} = 1 \) indicates DG \( i \) can receive information from DG \( j \). Thus, DG \( j \) is called the in-neighbor of DG \( i \). If \( a_{ij} = 0 \), it means there exists no communication between DG \( i \) and DG \( j \). A path between two DGs (e.g., DG \( i \) and DG \( j \)) is defined as a vertex sequence \( s_1, s_2, \cdots, s_k \), where \( s_1 = i, s_k = j, \) and \( s_j \in E \). A communication network is called connected if there exists a path between every two DGs. The neighbor set of DG \( i \) is denoted by \( N_i \). The number of DG \( i \)'s neighbors, representing \( d_i \), is called the degree of DG \( i \). Then, the Laplacian matrix is defined by \( L = D' - A \), where \( D' = \text{diag}[d_1, d_2, \cdots, d_n] \).

To realize the global control objective, the following assumption is made throughout this paper.

**Assumption 1:** The communication network is undirected and connected.

In general, by turning the set point \( \omega^* \) of the primary control in (1) via the following auxiliary control inputs \( u_i^{w} \), the objective of (4) can be achieved in a distributed manner [12,35,36],

\[
u_i^{w} = -k_{i\omega} \sum_{j \in N_i} a_{ij} (\omega_j - \omega_i) + b_j (\omega_j - \omega^*_j),
\]

in which \( \omega_i = u_i^{w} \); \( k_{i\omega} > 0 \); \( b_j \in [0, 1] \) is the pinning gain, indicating the access to the reference angular frequency.

Note that the distributed control law (5) only involves the local state, the neighbors’ information, and the reference angular frequency (if \( b_j = 1 \)), it means that the distributed controller can be deployed at DGs’ local, and the communication is localized as well. Therefore, the distributed frequency restoration controller has better reliability and scalability compared to the traditional centralized one, and hence is more adapted to coordinate the distributed energy resources in MGs.

However, the frequency restoration control itself may lead to bad active power allocation compared to the droop-based primary control. The reason is that there are two degrees of freedom in the secondary control of MGs, it means the two control objectives, i.e., the frequency restoration control and the active power sharing control, are deeply coupled, as expressed in (1). If we only control one of them, the other would be affected. Therefore, it is expected to maintain the same power sharing...
pattern as the droop control after the frequency restoration controller being applied.

To meet this requirement, one needs to coordinate the outputs of DGs. This problem is usually transformed into a consensus problem with the following auxiliary control input

\[
u_i^P = -k_P \sum_{j \in \mathcal{N}_i} a_{ij} (m_j P_j - m_i P_i),
\]

(6)

where \(m_i P_i = u_i^P; k_P > 0\).

Therefore, the set point of the primary control can be given by

\[
\omega_i^P = \int (u_i^P + u_i^\theta) dt.
\]

(7)

with which the frequency restoration objective can be achieved, and at the same time, the active power can be shared properly among DGs' droop coefficients.

However, it should be noted that the controller (5) and the controller (6) are based on the assumption of continuous controller updates and communications. This would result in a wasteful use of the local resources of DGs, which may degrade the effectiveness and performance of MGs.

Self-triggered control can solve this problem by triggering the distributed controller only when necessary. The triggers that determine the stability condition is about to be violated. Accordingly, the self-triggered control may not tolerate too much longer time delay. Therefore, the following assumption should be held.

**Assumption 2**: It is assumed that the communication delay among DGs is much smaller compared with the communication interval in between triggers.

3. Distributed self-triggered secondary controller design

In this section, we first design a distributed self-triggered controller for the frequency restoration in islanded MGs based on a linear clock, which can exclude Zeno behavior naturally and does not involve continuously computing any triggering condition. Meanwhile, we provide the theoretical analysis of the proposed controller in detail. In addition, based on the same design principle, we design a similar distributed self-triggered control scheme for the active power sharing in islanded MGs as well.

3.1. Self-triggered frequency restoration controller design

Preliminary, the frequency consensus error is denoted by

\[D_i = \sum_{j \in \mathcal{N}_i} a_{ij} (\omega_j - \omega_i) + b_i (\omega_i - \omega^*),\]

(8)

Then, we define the following function

\[\text{sign}(x) = \begin{cases} \text{sign}(x) & \text{if } |x| \geq \varepsilon \\ 0 & \text{otherwise,} \end{cases}\]

(9)

where \(\varepsilon \geq 0\) is the sensitivity parameter indicating the convergence accuracy.

By using the defined function and the consensus error, the frequency restoration control input with a linear clock is defined as

\[
\begin{cases}
u_i^\theta(t) = -\text{sign}(\hat{D}_i(t)) \\
\theta_i^\theta(t) = -1,
\end{cases}
\]

(10)

where

\[
\hat{D}_i(t) = D_i(t_{k+1}^{\text{tau}}) \quad \text{for } t \in [t_k^{\text{tau}}, t_{k+1}^{\text{tau}}],
\]

(11)

in which \(t_k^{\text{tau}}\) is determined by

\[t_k^{\text{tau}} = \inf \{ t > t_{k-1}^{\text{tau}} | \theta_i^\theta(t) = 0 \}.
\]

(12)

Let \(\theta_i^\theta(t)\) satisfy the evolution of

\[
\theta_i^\theta(t^+) = \begin{cases}
\max \left\{ \frac{|D_i(t)|}{4(|\mathcal{N}_i| + b_i)}, \frac{\varepsilon}{4(|\mathcal{N}_i| + b_i)} \right\} & \text{if } \theta_i^\theta(t) = 0 \\
\theta_i^\theta(t) & \text{otherwise},
\end{cases}
\]

(13)

where \(|\mathcal{N}_i|\) is the cardinal number of \(\mathcal{N}_i\), indicating the number of DG \(i\)’s neighbor.

The principle behind this controller design is: the controller only updates its state \(D_i(t)\) by using the local state and the neighboring states at the triggering time instant \(t_{k+1}^{\text{tau}}\) [cf. (10) and (11)]; otherwise, \(u_i^\theta\) remains unchanged during the time intervals between triggers. The triggering time instants are determined by the linear clock of \(\theta_i^\theta(t)\), which decays linearly according to \(i\) with the dynamic of \(\theta_i^\theta(t) = -1\). When the clock \(\theta_i^\theta(t)\) decays to 0, the time \(i\) is defined as a triggering time instant, and at the same time, the clock \(\theta_i^\theta(t_{k+1}^{\text{tau}})\) is updated by\(\frac{|D_i(t_{k+1}^{\text{tau}})|}{4(|\mathcal{N}_i| + b_i)}, \max \left\{ \frac{|D_i(t)|}{4(|\mathcal{N}_i| + b_i)}, \frac{\varepsilon}{4(|\mathcal{N}_i| + b_i)} \right\} \).

Therefore, the controller only needs to monitor the clock \(\theta_i^\theta\) to determine the triggering time instants without involving computation for any triggering condition. This feature makes the controller reduce the computation burden significantly compared to the event-triggered controllers.

Then, we can conclude that the triggering times naturally define the evolution of \(\theta_i^\theta\), namely:

\[
\begin{align*}
t_{k+1}^{\text{tau}} &= t_k^{\text{tau}} + \frac{|D_i(t_k^{\text{tau}})|}{4(|\mathcal{N}_i| + b_i)} \quad \text{if } |D_i(t_k^{\text{tau}})| \geq \varepsilon \\
&= \frac{\varepsilon}{4(|\mathcal{N}_i| + b_i)} \quad \text{if } |D_i(t_k^{\text{tau}})| < \varepsilon.
\end{align*}
\]

(14)

Thus, we immediately argue that, for each DG \(i\), the time interval between every two adjacent triggering time instants has a lower bound, i.e., for any \(k \geq 1\),

\[
t_{k+1}^{\text{tau}} - t_k^{\text{tau}} \geq \frac{\varepsilon}{4 \max \{|\mathcal{N}_i| + b_i\}}.
\]

(15)

This means the self-triggered controller can naturally exclude Zeno behavior.

For the concept of Zeno behavior in continuous control, Zeno behavior means an infinite number of triggers in a finite time period, occurs [37]. However, in practice, the continuous control is usually realized by discretization. Thus, Zeno behavior for the discretized continuous control means successive redundant triggers occur over a finite period. In other words, it means the controller trigger happens at every sampling time during a finite period, which indicates a failure of self-triggered mechanism design. Therefore, it is important to prove the exclusion of Zeno behavior when one designs an event-triggered or a self-triggered controller.

For most of the existing researches regarding event-triggered or self-triggered controllers, the exclusion of Zeno behavior is usually proved by deriving a positive lower bound of the time interval between every two adjacent triggering time instants. However, rather complicated calculations are involved when acquiring the lower bound. Whereas, our self-triggered controller can naturally exclude Zeno behavior due to the definition of the linear clock, showing the superiority of the proposed self-triggered controller.

The following Theorem states the convergence correctness of the proposed distributed self-triggered frequency restoration controller.

**Theorem 1**: For an MG with \(N\) DGs under Assumption 1 and Assumption 2, in which one DG has access to the reference frequency, if each DG is equipped with the designed controller (10), triggering at the time instants of (12) that is monitored by the linear clock \(\theta_i^\theta(t)\) evolved according to (13), then the frequency restoration objective of (4) can be achieved with a desired convergence error \(\varepsilon\).

**Proof**: We first define the tracking error by

\[e_i(t) = \omega_i(t) - \omega^*.
\]

(16)
Then, we have \( \mathbf{D}(t) = H \mathbf{e}(t) \), in which \( H = L + B \), \( B = \text{diag}(b_1, b_2, \ldots, b_N) \), \( D = [D_1, D_2, \ldots, D_N]^T \) and \( e = [e_1, e_2, \ldots, e_N]^T \).

Considering the following candidate Lyapunov function
\[
V(\mathbf{e}(t)) = \frac{1}{2} \mathbf{e}^T H \mathbf{e} \geq 0,
\]
(17)
we can derive the derivative of \( V(t) \) as
\[
\dot{V} = \mathbf{e}^T H \dot{\mathbf{e}} = - \sum_{i=1}^{N} D_i \text{sign}_i(\hat{\mathbf{D}}) - \sum_{i,j|j \neq i} D_j \text{sign}_j(\hat{\mathbf{D}}_j).
\]
(18)

According to (10) and (14), we observe that, for \( t \in [t_{k_{-1}}, t_{k}] \), \( \hat{\mathbf{D}}_i = D_i \left( t_{k_{-1}} \right) \leq -\varepsilon_i \) indicates \( \omega_i = 1 \). It means that \( \omega_i \) increases, and hence \( \mathbf{D}_i \) increases with the quantity of \( (|\mathcal{N}_i| + 1) (t_{k_{-1}} - t_{k_{-1}}^{in}) \) in \( t_{k_{-1}} \). Hence, \( \mathbf{D}_i \) may increase with the quantity of \( |\mathcal{N}_i| (t_{k} - t_{k}^{in}) \) in between \( t_{k_{-1}}^{in} \) and \( t_{k} \). If \( t_{k_{-1}}^{in} \) is the same, we have
\[
\dot{D}_i(t) < \frac{\hat{D}_i}{2},
\]
(19)
in which we have used the relation \( t_{k_{-1}}^{in} \leq \varepsilon_i \cdot \frac{\hat{D}_i}{4(|\mathcal{N}_i| + 1)^{\frac{1}{2}}} \).

Similarly, for \( t \in [t_{k}, t_{k+1}^{in}] \) and \( \hat{\mathbf{D}} \geq \varepsilon \), we can derive
\[
\dot{D}_i(t) > \frac{\hat{D}_i}{2},
\]
(20)

Inequalities (19) and (20) mean \( D_i \) and \( \hat{\mathbf{D}} \) have the same sign when \( \hat{\mathbf{D}} \geq \varepsilon \). So we have \( D_i \text{sign}_i(\hat{\mathbf{D}}) = |D_i| \) for \( \hat{\mathbf{D}} \geq \varepsilon \).

Moreover, from (19) we can derive that, for \( \hat{\mathbf{D}} \leq -\varepsilon \),
\[
|D_i(t)| = -\dot{D}_i(t) > -\hat{D}_i - 2(|\mathcal{N}_i| + 1) b_i (t_{k} - t_{k_{-1}}^{in}) \geq \frac{|\hat{D}_i|}{2}.
\]
(21)

Combining it with (20), we have \( |D_i(t)| > \frac{|\hat{D}_i|}{2} \). Therefore, we can deduce from (18) that
\[
\dot{V} = - \sum_{i|\hat{\mathbf{D}} > 0} D_i \text{sign}_i(\hat{\mathbf{D}}) - \sum_{i|\hat{\mathbf{D}} < 0} \frac{|\hat{D}_i|}{2} \leq - \sum_{i|\hat{\mathbf{D}} > 0} \frac{\varepsilon_i}{2}.
\]
(22)

Inequality (22) implies that \( \hat{\mathbf{D}}_i \) is bounded for all \( i \in [1, 2, \ldots, N] \). Since \( V(t) = 0 \). In this sense, the system reaches stability. Thus, we can conclude that, with the proposed distributed self-triggered frequency restoration controller, the control objective (4) can be achieved with a convergence error of \( |\sum_{i \in \mathcal{N}_i} a_i (\omega_i - \omega_i^{in}) + b_i (\omega_i - \omega_i^{in})| < \varepsilon \).

Note that the proposed self-triggered controller is asymptotically convergent, but converges with a desired error. Nevertheless, it is applicable for the secondary control of MGs as long as \( \varepsilon \) is chosen to be small enough. In addition, it can be seen from (10), (13), and the convergence error \( |\sum_{i \in \mathcal{N}_i} a_i (\omega_i - \omega_i^{in}) + b_i (\omega_i - \omega_i^{in})| < \varepsilon \), that the choice of \( \varepsilon \) prescribes the trade-off between the number of triggers and the accuracy of convergence. Specifically, a smaller \( \varepsilon \) means a smaller convergence error, but more triggers. Indeed, small control error is important to the system operation, while over-triggering is certainly a drawback from the perspective of an efficient use of limited communication and computation resources. If one chooses \( \varepsilon = 0 \), the controller will degrade to a traditional distributed secondary controller with no convergence error.

It should also be pointed out that, different from the existing event-triggered distributed secondary controllers, the designed linear clock \( \theta_i(t) \) and the employment of \( \text{sign}_i(\cdot) \) result in a linear evolution of the proposed controller. Furthermore, as (13) illustrate, the triggers during the transient period are aperiodic and intermittent, rather than continuous. Since no triggering condition computation is involved, the communication and computation costs can be greatly reduced.

3.2. Self-triggered power sharing controller design

In order to maintain the same power sharing pattern as what droop mechanism does while reducing the communication and computation requirements, a distributed self-triggered power sharing controller is proposed based on a similar principle in this subsection.

Similarly, we first denote a consensus error for the active power
\[
A_i = \sum_{j \in \mathcal{N}_i} a_{ij} (p_i - p_j),
\]
(23)
in which we let \( p_i \) represent \( m_i P_i \).

Then, we design the control input with a linear clock by
\[
\begin{align*}
\theta_i(t) = & -\text{sign}_i(\hat{A_i}(t))
\quad \text{if } \theta_i(t) = -1, \\
\theta_i(t) = & 0, \quad \text{otherwise}.
\end{align*}
\]

\[
\theta_i(t) = \begin{cases}
\max \left\{ \frac{|A_i(t)|}{4|\mathcal{N}_i|}, \frac{\delta}{4|\mathcal{N}_i|} \right\} & \text{if } |A_i(t)| \geq \delta \\
0 & \text{if } |A_i(t)| < \delta.
\end{cases}
\]

(24)
(25)
Analogously, the evolution of \( \theta_i(t) \) is designed as
\[
\theta_i(t) = \begin{cases}
\max \left\{ \frac{|A_i(t)|}{4|\mathcal{N}_i|}, \frac{\delta}{4|\mathcal{N}_i|} \right\} & \text{if } |A_i(t)| \geq \delta \\
0 & \text{if } |A_i(t)| < \delta.
\end{cases}
\]

Thus, we also have
\[
t_{k+1} = t_k + \frac{4|\mathcal{N}_i|}{\delta} \quad \text{if } |A_i(t)| \geq \delta,
\]
(26)
(27)

that is
\[
\begin{align*}
t_{k+1} - t_k & \geq \frac{1}{4 \max \{|\mathcal{N}_i| \}} \\
& \quad \text{for all } i \in \{1, 2, \ldots, N\} \quad \text{and} \quad k \in \{0, 1, 2, \ldots, \}
\end{align*}
\]
and hence Zeno behavior is naturally excluded as well.

By this design, we have the following theorem.

**Theorem 2:** For an MG with \( N \) DGs under Assumptions 1 and 2, if each DG is equipped with the controller (24), triggering at the time instants of (25) monitored by the linear clock \( \theta_i(t) \) that evolves according to (26), then the active power sharing objective can be achieved with a desired convergence error \( \delta \).

**Proof:** For the power sharing controller, we consider the following candidate Lyapunov function
\[
V(p_i(t)) = -\frac{1}{2} \mathbf{p}^T \mathbf{L} \mathbf{p} \geq 0,
\]
(28)
with \( \mathbf{p} = [p_1, p_2, \ldots, p_N]^T \).

Thus, the derivative of (28) is
\[
\dot{V} = \mathbf{p}^T \mathbf{L} \mathbf{p} = - \sum_{i=1}^{N} A_i \text{sign}_i(\hat{A_i}) = - \sum_{i|A_i > 0} A_i \text{sign}_i(\hat{A_i}).
\]
(29)

Similar to the proof of Theorem 1, we can derive that
\[
\dot{V} = - \sum_{i|A_i > 0} A_i \text{sign}_i(\hat{A_i}) \leq - \sum_{i|A_i > 0} |\hat{A_i}| \leq \sum_{i|A_i > 0} \frac{\delta}{2}.
\]
(30)

Then, we can conclude that, with the proposed distributed self-triggered power sharing controller, the control objective (3) can be achieved with the convergence error of \( |\sum_{i \in \mathcal{N}_i} a_i (p_i - p_j)| < \delta \).

By Theorems 1 and 2, we can achieve both \( \omega - P \) secondary control objectives simultaneously only with reduced communication and computation requirements, which will greatly increase the system efficiency of the islanded MGs. Figure 2 illustrates the block diagram of the proposed self-triggered secondary controllers.

4. Verification results

In this section, we validate the effectiveness of the proposed self-triggered secondary controllers by simulating a test MG in MATLAB/Simulation environment. The test MG model consists of four DGs with a cycle undirected communication network as depicted in Fig. 3. It should be pointed out that the DG in the test MG is modeled as an
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Fig. 2. Block diagram of the proposed self-triggered secondary controllers.

Fig. 3. Single-line diagram of the test MG model.

inverter-based voltage resource that includes the inner voltage and inner power control loops, as well as PWM mechanism simulations. The parameter settings of the test MG are provided in Table 1.

For the frequency restoration and power sharing controllers, the convergence errors are set to be $\varepsilon = \delta = 0.01$. As illustrated later, this setting can meet the convergence requirements of MGs. The reference frequency is set to be $f^* = 50$ Hz, i.e., $\omega^* = 2\pi f^* = 314$ rad/s. The sampling step of the system is discretized to 0.001 s.

We will first show the effectiveness of proposed self-triggered controllers, then the comparisons to the traditional distributed secondary controller (i.e., time-triggered) and to the state-of-the-art event-triggered controller will be provided.

The simulation process is set to be: At $t = 0$ s, the MG isolates from the main grid and works at islanded mode. At the beginning, the MG is only monitored by primary droop control. Then, at $t = 1$ s, the secondary control is started. After that, at $t = 3$ s, Load2 suddenly increases 10 kW.
Then, at $t = 5$ s, Load2 drops 10 kW. The total simulation time is set to be 7 s.

4.1. Effectiveness verification

Figure 4 shows the system performance of the proposed self-triggered controllers, where Fig. 4(a) provides the frequencies of DGs and Fig. 4(b) illustrates the active powers of DGs. It can be observed that, after the MG being islanded, the frequency of the system is quickly stabilized due to the droop-based primary control. The active power is allocated according to each DG’s droop coefficient, but the frequency is deviated from the nominal value 50 Hz. While after the secondary controllers are actuated, the frequency of the system is gradually compensated to 50 Hz. And the active power outputs are allocated to remain the same sharing pattern as the droop-based primary control. While after load changes occurring at 3 s and 5 s, the frequency can also be restored back to the nominal value and the active power are shared properly either. It should be noted from Fig. 4(b) that there exists a small convergence error during the steady states due to the error setting. However, the error is very small, and the system is stable, such that the performance is acceptable for the operation of islanded MGs. This result validates that the proposed self-triggered secondary controllers can achieve the secondary control objectives effectively.

Figure 5 illustrates the triggering time instants of the proposed controllers, in which the numbers on the right-hand side of the subfigures are the total number of the triggers. It can be seen that the triggers for each DG are aperiodic and intermittent rather than continuously. And the total number of triggers for each DG is only around 200. It can also be found that the triggers during transient processes are very sparse, whereas there exist some triggers during steady states. The triggers during the steady states may be caused by the model error of the test MG, because our MG model contains elaborately modeled DG by involving inner voltage, inner power control loops and PWM control, which would inevitably bring some generation errors. In fact, in the real application environment, despite of the generation error, the measurement noises could also lead to some other errors. These errors would make the outputs of some DGs beyond the allowable convergence error range during steady states, and hence, more triggers are generated. Thus, the simulation result is more in line with practice applications. Nevertheless, the triggering time instants for each DG are highly reduced, which implies the proposed self-triggered secondary controllers can reduce the communication and computation requirement significantly.

Moreover, it can be observed from Figs. 4 and 5 that the curves of the frequencies and the active powers are serrated rather than smooth during the transient process. And the convergence trend of frequency is linear due to the signum function and the linear clock.

4.2. Comparison verification

In this subsection, we compare the proposed distributed self-triggered controller with the traditional distributed controller and a

![Fig. 4. Performances of the proposed controllers: (a) Frequencies of DGs; (b) Active powers of DGs.](image-url)
state-of-the-art distributed event-triggered controller in [29]. Without loss of generality, we only consider frequency restoration control here to simplify the results.

For the distributed event-triggered controller in [29], the triggering time sequence for the frequency restoration is as follows:

\[ t_{k+1}^i = \min \left\{ t \mid c_1^i(t) \geq \frac{\sigma_i}{4n_i} D_1^i(t) \right\} \]

(31)

where \( m_i = |\lambda_i^e| + \frac{1}{\sigma_i} d_i \).

There main difference between the proposed self-triggered controller and the event-triggered controller in [29] lines in: 1) the proposed self-triggered controller only needs to monitor the clock \( \Delta \) to see if it decreases to 0. The calculation only occurs at the triggering time to update the linear clock. However, the event-triggered controller in [29] needs to continuously calculating the triggering condition \( c_1^i(t) \geq \frac{\sigma_i}{4n_i} D_1^i(t) \) to see if the trigger should be conducted at current, which results in a huge computation overhead. 2) Without signum function being involved, the event-triggered controller in [29] achieves an exponential convergence.

Figure 6 shows the performances of the traditional time-triggered control, the event-triggered control and the proposed self-triggered control. It can be seen that our proposed self-triggered controller shows different convergence results in comparison with the traditional controller and the event-triggered controller. The biggest difference between the three controllers appears in the transient process. As shown in Fig. 6(a), the convergence of the traditional controller is smooth. However, for the event-triggered controller and the self-triggered controller, there appear some sawtooth ripples during the convergence periods caused by the event/self-triggered mechanisms as illustrated in the amplification figures in Fig. 6(b) and (c).

Figure 7 provides the triggering time instants of the traditional control, the event-triggered control, and the self-triggered control. As shown in Fig. 7(a), with the traditional control, each DG needs to trigger continuously and conduct 6000 times control actions and 12,000 times communications (each DG has two neighbors). However, as shown in Fig. 7(b) and (c), the triggers of DGs under the event-triggered control and the self-triggered control are more sparse than that of the traditional control, which demonstrates the communication efficiency of the event/self-triggered control. But, the pattern of the triggers in Fig. 7(b) is totally different from Fig. 7(c). It is shown that the self-triggered controller requires fewer communications than the event-triggered control.

### Table 2
Comparison results of NC and NTCC.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Number</th>
<th>DG1</th>
<th>DG2</th>
<th>DG3</th>
<th>DG4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional controller</td>
<td>NC (Times)</td>
<td>12,000</td>
<td>12,000</td>
<td>12,000</td>
<td>12,000</td>
</tr>
<tr>
<td></td>
<td>NTCC (Times)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Event-triggered controller</td>
<td>NC (Times)</td>
<td>370</td>
<td>526</td>
<td>582</td>
<td>568</td>
</tr>
<tr>
<td></td>
<td>NTCC (Times)</td>
<td>6000</td>
<td>6000</td>
<td>6000</td>
<td>6000</td>
</tr>
<tr>
<td>Self-triggered controller</td>
<td>NC (Times)</td>
<td>336</td>
<td>274</td>
<td>292</td>
<td>547</td>
</tr>
<tr>
<td></td>
<td>NTCC (Times)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
controller during the transient process. However, it triggers more often during steady states due to the measurement error and communication noise. This means that our proposed self-triggered controller is suitable for the system with frequent disturbances, but the event-triggered controller in [29] is more applicable to the system with fewer disturbances. In practice, there always exists small disturbances in power systems. From this perspective, the proposed self-triggered controllers are more applicable in real applications.

Table 2 provides the comparison results associated with the number of communications (NC in the table) and the number of triggering condition computations (NTCC in the table) for the three controllers. It is worth mentioning that, since each DG has two neighbors, the number of communications is twice as much as the number of triggering time instants. From the table, it is also observed that the event-triggered controller and the self-triggered controller significantly reduce the communication cost for each controller compared with the traditional controller, and the self-triggered controller has better performance than that of the event-triggered controller (the reduction is about 96% for the event-triggered controller, about 97% for the self-triggered controller). However, even though the number of communications for the event-triggered controller and the self-triggered controller are in the same quantity, the number of the triggering condition computations of them is different. The event-triggered control requires the controller to compute a complicated triggering condition at each iteration, but the proposed self-triggered control only needs to monitor a simple clock without triggering condition calculation. This indicates that the proposed self-triggered control achieves a lot of computation resource saving, which verifies the superiority of the proposed self-triggered control.

4.3. Performances with different parameter settings

In this subsection, we will show how the selected error $\varepsilon$ affects the performance of the controller. Since the convergence error is more
apparent in the results of the active power sharing, we only show the active power allocation performances under different error $\varepsilon$ for conciseness.

Figure 8 illustrates the active power of each DG and the corresponding triggering time instants when the error $\varepsilon$ is selected to be 0.005, which is smaller than the case in Section 4.1, where $\varepsilon$ is 0.01. Comparing Fig. 8(a) with Fig. 4(b), it is clearly shown that the active power allocation error becomes smaller due to the smaller $\varepsilon$. But, as compared Fig. 8(b) with Fig. 5(b), the smaller $\varepsilon$ also increases the number of triggering time instants.

Table 3 shows more cases of the controller with different $\varepsilon$, in which the largest convergence error and the average number of triggers of the simulation results are provided. From the table, one can observe that the controller with smaller $\varepsilon$ results in smaller convergence error, but will generate more triggers. On the contrary, the controller with larger $\varepsilon$ generates fewer triggers, but will lead to larger convergence error, which coincides with our previous analysis. Therefore, the trade-off between the number of triggering times and the control performance should be considered when designing a distributed self-triggered secondary controller.
5. Conclusion

This paper proposes a distributed self-triggered control strategy to coordinate the distributed renewable generators for frequency restoration in microgrids. First, a self-triggered frequency restoration control algorithm is proposed according to the signum function and a designed linear clock. Then, the self-triggered control for active power sharing is realized by a similar design principle as well. It is proved that, with the aid of the linear clock, Zeno behavior can be naturally excluded for each controller. Moreover, each controller does not need to compute any triggering condition. Finally, the verification results show that, compared with traditional distributed secondary control, the proposed self-triggered controller can reduce about 97% communication requirements. And compared with the state-of-the-art distributed event-triggered secondary control, the proposed self-triggered controller not only can achieve similar communication reduction but also can significantly reduce computation costs. Thus, the energy consumption of the control system is reduced as well. Furthermore, it is found that the triggering pattern of the proposed self-triggered controller is different from the state-of-the-art event-triggered controller, our proposed self-triggered controller is more applicable to the system with frequent disturbances, thus is more applicable to real power system. In addition, it is also found that the parameter $\epsilon$ affects the number of triggering times and the control performance. One should select proper $\epsilon$ according to the practical requirements when designing the self-triggered controller. Future work will be focused on how to relax the communication network topology to the general directed graph and how to modify the proposed self-triggered controller into an asymptotical convergence controller for the secondary control in microgrids.
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