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Abstract—The widespread deployment of renewable energies and non-linear loads has led to serious harmonic pollution in the electrical distribution networks. Evaluation of the harmonic contribution (HC) of each customer is a significant task for power quality management. Most previous studies focus on periodic evaluation methods, where numerous data have to be collected in advance over a period (e.g., one day). However, customer behaviors are time-varying and would lead to dynamic HCs, which cannot be captured by traditional periodic evaluation methods. To address this issue, this paper presents a novel real-time HC evaluation method considering multiple dynamic customers. First, a two-stage iteration estimator is proposed based on the information fusion technique to quantify the real-time HC of each customer. Then, to mitigate the negative effect of unknown background harmonics, a dominant index method is developed to determine the credibility of the measurement data. On this basis, an adaptive gain selection strategy is proposed to improve the accuracy of real-time HC evaluation. By doing so, the major harmonic contributor can be identified for implementing harmonic suppression and improving power quality. Finally, a typical IEEE system is utilized to verify the proposed methods. The results show that using the proposed method, the evaluation errors can be reduced from about 10% to 2.5%. Moreover, the total harmonic distortion of voltage can be suppressed from 5.564% to 0.702%. Therefore, this research can be helpful for guiding harmonic problems in power systems.
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I. INTRODUCTION

RENEWABLE energies and non-linear loads [1] (e.g., wind generations [2], inverter-based air conditioners [3], electric vehicles, etc.) are growing rapidly in the modern power system [4]–[6]. As a consequence, the harmonic sources are widely dispersed throughout the electrical distribution network, which leads to more serious harmonic pollution [7]. Compared conventional generators, harmonic sources are characterized by widespread distribution and deep coupling, which makes the harmonic problem complicated [8]. In order to enhance harmonic management (in particular, to implement harmonic suppression measures), it is important to identify the major harmonic sources first [9]. This problem is generally named harmonic contribution (HC) evaluation.

There have been extensive studies conducted in the field of HC evaluation. The existing methods are carried out from two perspectives, i.e., single-point HC evaluation and multi-point HC evaluation. The single-point HC evaluation aims at dividing the harmonic pollution responsibility between an individual customer and the main grid. However, due to widely distributed harmonic sources in the distribution network [10], multi-point HC evaluation emerges and becomes a worldwide research hotspot. The problem of multi-point HC evaluation can be illustrated by a distribution network, as shown in Fig. 1. In the network, multiple customers (i.e., harmonic sources) are connected with the point of common coupling (PCC) [1]. The objective of this problem is to quantify each customer’s HC for the harmonic pollution according to the measurement data (i.e., harmonic voltages $U_{hc}$ and currents $I_{hc}$) [11].

Previous methods can be broadly classified into two categories, i.e., invasive methods and non-invasive methods [12]–[23]. The invasive methods can obtain HC results from the voltage and current variations caused by additional injected harmonics or a known serial impedance connection, which may have harmful effects on the distribution network [12], [13]. For example, invasive methods may result in additional harmonic voltage and current disturbances or undesired changes in the network structure, which is harmful to the power systems [14]. In severe cases, invasive methods can lead to harmonic instability problems (e.g., harmonic resonance and low frequency oscillation), which degrade the power quality of the distribution network and can further deteriorate the stability and safety of power systems [15]–[17]. Due to these adverse effects, non-invasive methods are more suitable for the problem with multi-point harmonic customers, since instead of putting additional disturbances to the network, non-invasive methods utilize natural voltage and current variations over a period of time [18]. Non-invasive methods include the...
least square correlation method, the multiple linear regression method [19], the widely linear partial least squares method [20], and the complex least squares regression method (CLSR) [21]. In addition, the statistical methods based on the harmonic load profile are also effective when the number of measurements is larger than the number of harmonic sources [22], [23]. These methods are based on the assumption that background harmonics (BHs) can keep stable during the periodic data collection, while this assumption may be infeasible in practice. Because the harmonic sources in the main grid are changing with time and there is a deep coupling between the harmonic sources [24]. Therefore, the BH fluctuations should be considered for the HC evaluation.

The independent component analysis method [25], complex independent component method [26], and data selection method [27] are employed to address the BH fluctuations for the HC evaluation problem [28]. However, these methods need periodic data collection (e.g., one day) to get natural variation information, which cannot reflect dynamic harmonic characteristics [29]. In modern distribution networks, new harmonic characteristics are arising, which should be taken into account in the HC evaluation. For example, because of the random and time-varying properties of renewable energies [30], [31], harmonics have more obvious fluctuations and dynamic characteristics [32]. Moreover, during the sampling period of time, customer behaviors (e.g., work or not, working modes, and different strategies of the inverter) may change several times [33]. As a result, the evaluation results based on the periodic sampling data cannot indicate the actual HC level. Therefore, a real-time evaluation method is needed to represent these dynamic HC.

To the best of our knowledge, there is no published work to address the real-time HC evaluation considering multiple dynamic customers and BHs. To this end, we propose a real-time evaluation method with adaptive capabilities according to BHs. The major contributions of this paper are threefold:

1) A two-stage iteration estimator is proposed to reflect dynamic customer harmonic characteristics. With this estimator, the HC at the time of measurement can be evaluated immediately.

2) A dominant index method is developed to determine the credibility of the real-time measurement data, which can mitigate the negative effect caused by BHs.

3) An adaptive gain selection strategy is proposed according to the credibility of the measurement data. By doing so, the accuracy of HC evaluation can be improved.

The remainder of this paper is organized as follows. The model of the HC evaluation problem is presented in Section II. Then the real-time HC evaluation method is proposed in Section III. Numerical studies are presented in Section IV. Finally, Section V concludes this paper.

II. MODELLING OF HARMONIC CONTRIBUTION

Fig. 2 shows the Norton equivalent circuit of a distribution network with multiple customers. The symbol \( h \) indicates the harmonic order; \( I_h^\text{C} \) and \( I_{h+1}^\text{C} \) are equivalent current sources of the main grid and each customer, respectively; \( Z_h^\text{C} \) and \( Z_{h+1}^\text{C} \) are Norton equivalent impedance of the main grid and each customer, respectively. The harmonic voltage at the PCC is the vector sum of the harmonic voltages generated by customers and the BH voltage, so the \( h \)-th harmonic voltage at the PCC can be calculated as:

\[
U_h^\text{PCC} = Z_h^{1-\text{PCC}} I_h^1 + Z_h^{2-\text{PCC}} I_h^2 + \cdots + Z_h^{h-\text{PCC}} I_h^h + \cdots + Z_h^{N-\text{PCC}} I_h^N + U_h^\text{BH}.
\]  

where \( I_h^i \) is the \( h \)-th harmonic current to the PCC of customer \( i \); \( Z_h^{i-\text{PCC}} \) is the \( h \)-th harmonic transfer impedance between \( I_h^i \) and \( U_h^\text{PCC} \); \( U_h^\text{BH} \) and \( I_h^\text{BH} \) are voltage and current of the BH at the PCC, respectively; \( Z_h^\text{BH} \) is the harmonic transfer impedance for BH. \( \mathcal{I} \) represents the set of \( N \) suspicious harmonic customers; \( \mathcal{H} \) represents the set of all the considered harmonic orders.

For a group of historical measurement data (e.g., \( M \) is the number of samples) collected during a periodic time, the unknown parameters, including harmonic transfer impedance and the BH voltage in (1) can be estimated by the regression model as follows:

\[
\begin{bmatrix}
U_1^\text{PCC}(t_1) & \cdots & U_1^\text{PCC}(t_m) & \cdots & U_M^\text{PCC}(t_M)
\end{bmatrix}^T = \begin{bmatrix}
I_1^1(t_1) & \cdots & I_1^1(t_m) & \cdots & I_1^N(t_M) \\
\vdots & \cdots & \vdots & \cdots & \vdots \\
I_M^1(t_1) & \cdots & I_M^1(t_m) & \cdots & I_M^N(t_M)
\end{bmatrix} \begin{bmatrix}
Z_1^{1-\text{PCC}} \\
\vdots \\
Z_M^{1-\text{PCC}} \\
\vdots \\
Z_M^{N-\text{PCC}} \\
U_1^\text{BH}
\end{bmatrix},
\]

where the operator \([\cdot]^T\) represents matrix conjugate transpose. Then by projecting \( U_h^i \) on \( U_h^\text{PCC} \), the HCs of each customer and the BH can be quantified as follows:

\[
\rho_h^i = \frac{|U_h^i| \cos(\phi_h^i - \phi_h^\text{PCC})}{|U_h^\text{PCC}|} \times 100\%.
\]

\[
\rho_h^\text{BH} = \frac{U_h^i \cdot U_h^\text{PCC}}{|U_h^\text{PCC}|^2} \times 100\%, \quad \forall i \in \mathcal{I}, \forall h \in \mathcal{H},
\]

\[
\rho_h^\text{BH} = \left(1 - \sum_{i \in \mathcal{I}} \rho_h^i \right) \times 100\%, \quad \forall h \in \mathcal{H},
\]
where the operator \( \cdot \) indicates dot product; \(| | \) operator indicates modulus of vector; \( \rho_h^i \) and \( \rho_h^{BH} \) represent the harmonic contribution levels at the PCC of suspicious customers and the BH, respectively; \( \phi_h^i \) and \( \phi_h^{PCC} \) denote phase angles of \( U_h^i \) and \( U_h^{PCC} \), respectively.

However, the HCs (i.e., \( \rho_h^i \) and \( \rho_h^{BH} \)) derived by the above periodic evaluation cannot capture actual dynamic HCs, since customer behaviors may change several times within the periodic time interval. To reflect the dynamic HCs of customers, we propose a real-time HC evaluation method, which is introduced in section III.

III. REAL-TIME EVALUATION OF HARMONIC CONTRIBUTION

In order to achieve the real-time HC evaluation, a two-stage iteration estimator based on the information fusion technique is proposed at first, which can achieve HC evaluation results based on the real-time measurement, thus avoiding lengthy data collection time. This part is introduced in subsection III-A. In addition, to mitigate the negative effect caused by unknown BHs, a dominant index method is developed to determine the credibility of the real-time measurement data in subsection III-B. Finally, according to the credibility of the measurement data, an adaptive gain selection strategy is proposed by self-tuning parameters in subsection III-C to improve the accuracy of real-time evaluation.

A. Two-stage Iteration Estimator for Real-time HC Evaluation

The essential technique of the proposed estimator is to fuse the information from the state transition model and measurement model to obtain real-time HC evaluations close to the actual values, which is based on Kalman theorem. The problem of HC evaluation can be described by the state transition model and measurement model as follows:

\[
\begin{align*}
\mathbf{x}_k &= A_k \mathbf{x}_{k-1} + \mathbf{w}_{k-1}, \quad \forall k \in \mathcal{K}, \\
\mathbf{z}_k &= H_k \mathbf{x}_k + \mathbf{v}_k, \quad \forall k \in \mathcal{K}, \quad \text{(5)}
\end{align*}
\]

where \( \mathbf{x}_k \in \mathbb{R}^n \) is the state vector at moment \( k \); \( A_k \) is the \( n \times n \) Markov transition matrix that relates to the state at the sampling moment \( k-1 \); \( \mathbf{z}_k \in \mathbb{R}^m \) is the measurement vector; \( H_k \) is the observation matrix; \( \mathbf{w}_{k-1} \) and \( \mathbf{v}_k \) are the vector of random process and measurement error, respectively; \( \mathcal{K} \) represents the set of sampling moments during the overall time of the HC evaluation. In our problem, the matrix \( A_k \) is set to the identity matrix since the distribution network is a quasi-steady state during a short period; \( \mathbf{x}_k \) is the process state vector of harmonic transfer impedance and BH voltage, which can be expressed as follows:

\[
\mathbf{x}_k = \begin{bmatrix} \mathbf{Z}^{1-PCC}_{h,k} & \cdots & \mathbf{Z}^{i-PCC}_{h,k} & \cdots & \mathbf{Z}^{N-PCC}_{h,k} & \mathbf{U}^{BH}_{h,k} \end{bmatrix}^T, \\
\forall i \in \mathcal{I}, \forall k \in \mathcal{K}, \forall h \in \mathcal{H}. \quad \text{(6)}
\]

In addition, the measurement vector \( \mathbf{z}_k \) is the vector of the updated measured harmonic voltage at the PCC, which can be indicated as follows:

\[
\mathbf{z}_k = \begin{bmatrix} \mathbf{U}^{PCC}_{h,k} \end{bmatrix}, \quad \forall k \in \mathcal{K}, \forall h \in \mathcal{H}. \quad \text{(7)}
\]

The observation matrix \( H_k \) is the \( m \times n \) matrix which can map the state \( \mathbf{x}_k \) into the measurement \( \mathbf{z}_k \) and can be given as follows:

\[
H_k = \begin{bmatrix} I_{h,k}^1 & I_{h,k}^2 & \cdots & I_{h,k}^i & \cdots & I_{h,k}^N \end{bmatrix}, \\
\forall i \in \mathcal{I}, \forall k \in \mathcal{K}, \forall h \in \mathcal{H}. \quad \text{(8)}
\]

The random process error \( \omega_k \) and the measurement error \( \nu_k \) are independent mutually with Gaussian white noises and can be denoted as follows:

\[
\begin{align*}
E[\omega_k\omega_k^T] &= Q_k \delta, \\
E[\nu_k\nu_k^T] &= R_k \delta, \\
E[\omega_k\nu_k^T] &= 0
\end{align*} \quad \text{(9)}
\]

where the \( E[\cdot] \) is the expectation operator; \( k \) and \( s \) represent two different sampling moments; \( Q_k \) and \( R_k \) represent the process and measurement error co-variance matrices, respectively, and they indicate the error degrees of the state transition model and measurement model, respectively; \( \delta \) is the Dirac delta function, which can be shown as follows:

\[
\delta = \begin{cases} 
1, & k = s \\
0, & k \neq s \end{cases} \quad \text{(10)}
\]

The two stages of the estimator are prior estimation and measurement correction, respectively.

1) Prior Estimation:

The first stage of the proposed two-stage estimator is the prior estimation, which can be achieved by using the state transition model and can be described as follows:

\[
\hat{x}_k^- = A_k \hat{x}_{k-1}, \quad \forall k \in \mathcal{K}, \quad \text{(11)}
\]

where \( \hat{x}_k^- \) is the prior estimation from projecting the previous state.

2) Measurement Correction:

In the second stage, the prior estimation is corrected by the real-time measurement model to obtain a more accurate posterior estimation. The concept of an innovation matrix \( \Delta_k^- \) is introduced and can be expressed as follows:

\[
\Delta_k^- = \mathbf{z}_k - H_k \hat{x}_k^- \quad \text{measurement correction}, \quad \forall k \in \mathcal{K}. \quad \text{(12)}
\]

where \( \Delta_k^- \) represents the new information that real-time measurement vector \( \mathbf{z}_k \) brings to the prior estimation. The first term of the innovation matrix is related to measurement, and the second is related to the prior estimation. Based on the innovation matrix, the state transition model can be corrected by the measurement model timely, and the posterior estimation can be obtained as follows:

\[
\hat{x}_k = \hat{x}_k^- + G_k \Delta_k^- \quad \forall k \in \mathcal{K}, \quad \text{(13)}
\]

where \( \hat{x}_k \) is the posterior estimation from both the state transition model and measurement model; \( G_k \in [0, H_k] \) is the \( n \times m \) correction gain at the moment \( k \). The larger correction gain means that prior results are corrected by the real-time measurement model more powerfully, and vice versa.
It is worth noting that the accurate posterior estimation can be obtained by properly adjusting the correction gain $G_k$ of this two-stage estimator. To this end, posterior estimation error $e_k$ is defined first as follows:

$$e_k = x_k - \hat{x}_k, \forall k \in K,$$

where $x_k$ is the actual state value. Similar to (9), the error co-variance matrix $P_k$ can be expressed as follows:

$$P_k = E[e_k e_k^T] = P_k^- H_k^T G_k^T - G_k R_k G_k^T + G_k R_k G_k^T, \forall k \in K,$$

where $P_k^-$ is the error co-variance matrix corresponding to the prior estimation error. Through achieving the objective of minimizing the error co-variance matrix $P_k$, the posterior estimation can be corrected to the closest actual value. With this condition, the correction gain is designed as follows:

$$G_k = \frac{(A_k P_{k-1} A_k^T + Q_k)}{R_k + H_k (A_k P_{k-1} A_k^T + Q_k) H_k^T}, \forall k \in K,$$

where $P_{k-1}$ is the error co-variance matrix at the last moment. Then, the real-time HC of customer $i$ at the moment $k$ can be given as follows:

$$\rho_{h,k}^i = \frac{z_k H_k(i) \cdot \hat{x}_k(i)}{|z_k|^2} \times 100\%, \forall i \in I, \forall k \in K, \forall h \in H,$$

and the HC of the BH at the moment $k$ can be given as follows:

$$\rho_{h,k}^{BH} = \left(1 - \sum_{i \in I} \rho_{h,k}^i\right) \times 100\%, \forall k \in K, \forall h \in H.$$

With this two-stage estimator, the real-time HC of each customer can be evaluated with information at the current sampling moment, which is better than the data collection over a long period of time (e.g., numerous samples are needed in (2)). As shown in Fig. 3, compared with periodic evaluation methods, the lengthy data collection time can be avoided by the proposed real-time evaluation method. In addition, real-time HCs can be available immediately at the moment of measurement sampling so that the proposed method can capture the dynamic HCs of harmonic customers.

**B. Dominant Index Method for Quantifying BH Fluctuations**

Although the proposed two-stage estimator is capable of capturing the dynamic HCs of customers in real time, the accuracy may be impacted by BH fluctuations. This is because the measurement data consists of two parts, i.e., customer harmonics and BH. The customer’s HCs are difficult to evaluate accurately when BH is unstable. Moreover, the data with unstable BH is difficult to identify, since the information about BHs is always unknown and cannot be observed directly. To determine the negative effects on measurement data caused by BH fluctuations, the dominant index method is developed.

1) **Dominant Index for Individual**: First, a variance formulation at the moment $k$ is defined to quantify the degree of fluctuation, which is shown as follows:

$$\sigma_k^2[X] = \frac{\sum_{k \in K} (X_k - 1/n \sum_{k \in K} X_k)^2}{n},$$

where $\sigma_k^2[\cdot]$ operator indicates the variance; $X$ represents the variable; $n$ is the sample number; $K_*$ is the set of samples for variance calculation, i.e., $K_* = \{k \in \mathbb{N}^+ + 1 | k \in \mathbb{Z}\}$.

Equation (1) reveals that the harmonic at the PCC consists of two parts, namely the BH ($I_h^{BH}$) and customer harmonics ($I_h^{C}$). In theory, the BH dominates the harmonic fluctuation at the PCC when the value of $\sigma_k^2[I_h^{BH}] / \sigma_k^2[I_h^{C}]$ is large. On this basis, a dominant index is defined to reflect this relationship, which is shown as follows:

$$\vartheta_{h,k} = \sigma_k^2[I_h^{BH}] / \sigma_k^2[I_h^{C}], \forall i \in I, \forall k \in K, \forall h \in H,$$

where $\vartheta_{h,k}$ is the dominant index at the moment $k$. The information about BH (i.e., $\sigma_k^2[I_h^{BH}]$) is usually unavailable and the exact value of the variable $\vartheta_{h,k}$ is uncertain. However, this variable does not need to be calculated accurately. This is because whether BH is the dominant factor can be determined with the measured denominator $\sigma_k^2[I_h^{C}]$. From the mathematical perspective, the ratio of two variables will tend to be zero with the increase of the absolute value of the denominator, since the ratio model is somehow like an inverse proportional function for the denominator variable. Therefore, with the increase of $\sigma_k^2[I_h^{C}]$, the ratio $\vartheta_{h,k}$ will tend to zero. To illustrate this, a simple example is given here. $\sigma_k^2[I_h^{BH}]$ and $\sigma_k^2[I_h^{C}]$ are positive numbers and supposed to follow the positive part of Gaussian distribution. The mathematical expectation and variance of
them are set to be 0 and 0.1, respectively. The correlation between \( \sigma^2_k[I^k_{h}] \) and \( d^i_{h,k} \) is shown in Fig. 4. As illustrated in Fig. 4 (a) and (b), the dominant index \( d^i_{h,k} \) tends to zero with the increase of \( \sigma^2_k[I^k_{h}] \). To avoid misunderstandings, we additionally define another dominant index \( \widetilde{d}^i_{h,k} \) from the statistical perspective, i.e., statistical dominant index (SDI), as follows:

\[
\widetilde{d}^i_{h,k} = 1/\sigma^2_k[I^k_{h}], \quad \forall i \in I, \forall k \in K, \forall h \in H. \tag{21}
\]

Therefore, even without the information on BH \( \sigma^2_k[I^k_{BH}] \), the dominant index \( \widetilde{d}^i_{h,k} \) can tend to zero statistically by choosing a large denominator \( \sigma^2_k[I^k_{h}] \), which means BH is not the dominant factor on the harmonic fluctuations at the PCC and has a limited impact on the accuracy of the real-time estimator.

By using the dominant index method, the severity of the BH fluctuation can be determined. However, the dominant index for an individual customer is not enough since multiple customers are considered in our problem. Hence, a dominant index for all customers is presented below.

2) Dominant Index for All Customers: The dominant index for all the customers \( \vartheta^\text{all}_{h,k} \), can be shown as:

\[
\vartheta^\text{all}_{h,k} = \sigma^2_k[I^k_{BH}]/\eta_{h,k}, \quad \forall i \in I, \forall k \in K, \forall h \in H, \tag{22}
\]

\[
\eta_{h,k} = \min_{i \in I} \sigma^2_k[I^k_{h}], \quad \forall k \in K, \forall h \in H, \tag{23}
\]

where \( \eta_{h,k} \) is the minimum value of \( \sigma^2_k[I^k_{h}] \) for \( i \in I \). If the minimum variance \( \eta_{h,k} \) is still sufficiently large, all the variance for \( i \in I \) will also be large, which leads to the dominant index for all the customers \( \vartheta^\text{all}_{h,k} \) converging to zero. As a result, the impact of BH fluctuations is limited for all customers.

Fig. 4 (c) shows an example. The dominant index of measurement data for all considered moments in \( K \) are plotted as curves. At a specific moment \( k \), the \( \vartheta^\text{all}_{h,k} \) is equal to the dominant index of the 2nd customer, since \( \sigma^2_k[I^k_{h}] \) is minimum compared to the variance of the 1st and 3rd customers. Then the dominant index curve for all the customers can be generated based on (22)-(23), as shown in the purple curve in Fig. 4 (c).

This curve can be used to determine the negative effect on measurement data caused by BH fluctuations. For example, if the \( \vartheta^\text{all}_{h,k} \) in the purple curve is close to zero at moment \( k \), the BH fluctuations will be limited. In other words, the credibility of the measurement data is high at the moment \( k \).

C. Adaptive Gain Selection Strategy for Improving Evaluation Accuracy

From the above analysis, we know that when the dominant index \( \vartheta^\text{all}_{h,k} \) is large, the credibility of the measurement data is not high due to the negative effects of BH fluctuations, and the error of the measurement model is also large. This error makes the two-stage iteration estimator inaccurate, which can damage the performance of the real-time HC evaluation. Therefore, the parameter \( R_k \) of the measurement model in (5) and (9) should be designed properly to match the negative effects caused by BH fluctuations. To this end, an adaptive gain selection strategy is proposed to mitigate the negative effects and improve the accuracy of real-time HC evaluation even under conditions with BH fluctuations.

The key to this strategy is that when the measurement model error is large, we weaken the inappropriate measurement correction by tuning the error and gain parameters. Conversely, when the measurement model error is small, we reinforce the changes made by the measurement correction, since it can improve the accuracy of the evaluation. On this basis, the correction gain in (16) can be modified as follows:

\[
G_k = \frac{(A_kP_{k-1}A_k^T + Q_k)H_k^T}{R_k^\text{adpt} + H_k(A_kP_{k-1}A_k^T + Q_k)H_k^T}, \quad \forall k \in K, \tag{24}
\]

where \( R_k^\text{adpt} \) is the adaptive error co-variance matrix and can be expressed as:

\[
R_k^\text{adpt} = \gamma_k E, \quad \forall k \in K, \tag{25}
\]

where \( E \) is the identity matrix; \( \gamma_k \) is a weight function and can be expressed as:

\[
\gamma_k = \begin{cases} 
0, & \xi_k \in P-zone \\
\alpha(1-\alpha)^{1-\gamma_k} + \Psi(\beta-\gamma_k), & \xi_k \in M-zone, \quad \forall k \in K, \\
\Psi, & \xi_k \in B-zone \\
rank(\eta_{h,k}), & \forall k \in K, \tag{26}
\end{cases}
\]

where \( \Psi \) is a parameter of the weight function, which is a large enough number; \( rank(\eta_{h,k}) \) is the function used to rank the \( \eta_{h,k} \) at different moments; \( \xi_k \) is the ranking result for determining the severity caused by BH fluctuations on the measurement data, which is illustrated in detail in Fig. 5. It is noted that Fig. 5 is the dominant index for all customers in Fig. 4 (c). It can be seen that there are three zones referring to the horizontal axis, i.e., P-zone, M-zone, and B-zone. Upper and lower thresholds are set to \( \alpha \) and \( \beta \), respectively. Measurement data with \( \alpha\% \) (e.g., 50\%) highest ranking in P-zone are considered high-quality data, and below \( \beta\% \) (e.g., 80\%) in B-zone are bad data. The M-zone is with intermediate data, where the dominant index increases with the ranking decrease. There are two examples, i.e., measurements A and B. The real-time measurement data A is ranked in B-zone (the red one), which means the dominant index is large. In contrast, the real-time measurement data B is ranked in P-zone (the green
one), which means the dominant index is small, and the effect caused by BH fluctuations can be trivial. By outputs of weight function $\gamma_k$ in (26), the correction gain $G_k$ in (24) can be tuned properly to improve the accuracy of real-time HC evaluation.

In order to elaborate on the application way in practice, the implementation procedure of the proposed real-time HC evaluation method is illustrated in Fig. 6.

IV. NUMERICAL STUDIES

To verify the proposed real-time HC evaluation method, the revised IEEE test system for harmonics modeling and simulation is established by utilizing PSCAD/EMTDC. This test system is a distribution network, as shown in Fig. 7. Both bus 1 (slack bus at 69 kV) and bus 4 (13.8 kV) are connected to power supplies, and this distribution network is fed from them. The simulation data is performed based on the ‘Test System for Harmonics Modeling and Simulation’, which is provided and published by the IEEE Power Engineering Society (IEEE PES) [34]. More details about the IEEE test system refer to [34]. Customers on buses 7, 10, and 13 are considered harmonic producers. These customers’ harmonic emission characteristics and rated power are illustrated in Table I, which are scaled based on the fundamental currents. The time interval of HC evaluation is 12 hours (8 a.m.-8 p.m.). To show the variability of customer behavior, we assume that customers 10 and 13 are connected to the distribution network only during working hours (9-12 a.m., 2-5 p.m.) and some short periods of time (10-12 a.m., 3-4 p.m., 6-7 p.m.), respectively. Intuitively, the sequence of connecting hours is shown in Table II. All of them have 30% standard normal random fluctuations. The PCC bus 3, where power quality is checked, and the harmonic monitors are performed on all suspicious customers and the PCC. In our study, the measurement sampling period is fifteen minutes. The proposed real-time HC evaluation method is verified in four different cases, as below.

A. Verification Without Background Harmonic Fluctuations

In the first case, the HCs of these customers are evaluated by the proposed method without considering BH fluctuations. To validate the performance of our method, HCs are also evaluated by two periodic methods, i.e., the CLSR method and the data selection method. Fig. 8 shows the evaluation results by different methods. The ‘exactness’ represents actual results derived based on invasive measurement and superposition theory. Note that even though the invasive scheme is harmful to the distribution network, it is appropriate to be used for numerical verification due to its accuracy. Moreover, to describe the accuracy in detail, the errors of evaluation are shown in Table III, which are scaled based on the exactness value.

According to Fig 8, the evaluation results show that the 11th and 13th harmonics are rarely contributed by customer 10. The 5th and 7th harmonics at the PCC are rarely contributed

<table>
<thead>
<tr>
<th>Harmonic Order</th>
<th>Customer 7</th>
<th>Customer 10</th>
<th>Customer 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-st</td>
<td>100 / 0</td>
<td>100 / 0</td>
<td>100 / 0</td>
</tr>
<tr>
<td>5-th</td>
<td>15.6 / -42.06</td>
<td>28.37 / -37.19</td>
<td>- / -</td>
</tr>
<tr>
<td>7-th</td>
<td>11.66 / -48.65</td>
<td>22.54 / -46.13</td>
<td>- / -</td>
</tr>
<tr>
<td>11-th</td>
<td>6.87 / -55.81</td>
<td>- / -</td>
<td>13.74 / -54.26</td>
</tr>
<tr>
<td>13-th</td>
<td>5.80 / -58.22</td>
<td>- / -</td>
<td>11.84 / -58.39</td>
</tr>
<tr>
<td>Power (kW/kvar)</td>
<td>1150 / 290</td>
<td>810 / 800</td>
<td>2850 / 2500</td>
</tr>
</tbody>
</table>

TABLE III
WORKING TIME OF HARMONIC PRODUCING CUSTOMERS

<table>
<thead>
<tr>
<th>Time (h) Sequence</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer 7</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Customer 10</td>
<td>-</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Customer 13</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>-</td>
</tr>
</tbody>
</table>
by customer 13. These conclusions are matched with reality, as shown in Table I, which indicates the proposed method is effective. Moreover, from Fig 8, we can observe that the proposed method is more accurate than the two other periodic methods. This observation is further illustrated in Table III. The total error (TE) for the \( h \)-th harmonic is the sum of evaluation errors of the \( h \)-th harmonic for the BH and all customers, which can be shown as follows:

\[
\text{TE}_h = \sum_{i \in \mathcal{I}, k \in \mathcal{K}} \mathbb{E} [\hat{\rho}_{h,k}] + \mathbb{E} [\hat{\rho}^{\text{BH}}_{h,k}], \quad \forall h \in \mathcal{H},
\]

where \( \text{TE}_h \) is the total HC evaluation error for the \( h \)-th harmonic; \( \mathbb{E} [\cdot] \) operator represents the error of HC estimation.

The TEs of two periodic methods (i.e., the CLSR and data selection methods) are more than 10% for any harmonic order, while the TE of the proposed method is within 2.5%. These results are reasonable because customer behaviors change several times within the periodic time interval, but periodic methods cannot capture these dynamic changes. By contrast, the proposed method can track the time-varying harmonic characteristic in time. Therefore, the HCs can be evaluated more accurately by the proposed method.

### B. Verification With Background Harmonic Fluctuations

In the second case, to verify the robustness of the proposed method under BH fluctuations, different BH fluctuations are considered, i.e., 10%, 20%, and 30% standard normal random fluctuations. The TEs of evaluation by different methods under the impact of BH fluctuations are expressed in Table IV.

It can be found from Table IV that for different methods, TEs of any harmonic orders become larger with BH fluctuations increasing. The TEs of the proposed method are always small than the TEs of two other periodic methods under different BH fluctuations. When the BH fluctuations reach up to 30%, all the TEs of the CLSR method and the data selection method are around 25% and 14%, respectively, while the TEs of the proposed method are three times lower than the TEs of two other methods (only about 4.5%). This is because the error co-variance matrix \( R \) and the correction gain matrix \( G \) can be self-tuned according to the severity of BH fluctuations and the negative effect on the proposed iteration estimator is weakened. Therefore, the evaluation can be more accurate even under conditions with BH fluctuations.

In this case, real-time HC evaluations are demonstrated based on the proposed method. Taking the 5-th harmonic as an example, the dynamic changes of HCs can be described in real time, as shown in Fig. 9.

### C. Verification of Real-time Evaluation

In order to reflect the superiority of real-time evaluation intuitively, the comparison of evaluations under different scales of time is illustrated, as shown in Fig. 10. The evaluation with the overall process in Fig. 10 (a) represents the general contribution of the main grid and customers during half of a day, while the evaluations with hourly time-scales in Fig. 10 (b) characterize more details about dynamic changes of HC level.

According to periodic methods, the HC percentage of customer 7 is about 55%, which is higher than that of the

---

### Table III

<table>
<thead>
<tr>
<th>Harmonic Order</th>
<th>CLSR Method</th>
<th>Data Selection Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Main Grid</td>
<td>Customer 7</td>
<td>Customer 10</td>
</tr>
<tr>
<td>5-th</td>
<td>1.88%</td>
<td>0.19%</td>
<td>0.21%</td>
</tr>
<tr>
<td>7-th</td>
<td>5.11%</td>
<td>1.65%</td>
<td>2.62%</td>
</tr>
<tr>
<td>11-th</td>
<td>4.76%</td>
<td>0.90%</td>
<td>1.09%</td>
</tr>
<tr>
<td>13-th</td>
<td>4.67%</td>
<td>0.95%</td>
<td>1.12%</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>BH Fluctuations</th>
<th>CLSR Method</th>
<th>Data Selection Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-th</td>
<td>14.28%</td>
<td>12.87%</td>
<td>12.73%</td>
</tr>
<tr>
<td>7-th</td>
<td>14.29%</td>
<td>13.46%</td>
<td>13.38%</td>
</tr>
<tr>
<td>11-th</td>
<td>14.36%</td>
<td>13.63%</td>
<td>13.38%</td>
</tr>
<tr>
<td>13-th</td>
<td>14.35%</td>
<td>14.76%</td>
<td>14.35%</td>
</tr>
</tbody>
</table>

---

Fig. 8. HC evaluation results based on different methods (a) 5-th harmonic; (b) 7-th harmonic; (c) 11-th harmonic; (d) 13-th harmonic.
main grid and other customers. Based on this information from the overall process, the most serious harmonic contributor is customer 7. However, we have new discoveries by observation based on the real-time evaluation. According to the real-time evaluation in Fig. 9, the HC of customer 7 is more than 80% in the first hour. However, it decreases dramatically in the second hour due to the connection of customer 10. Moreover, at this time, the HC level of customer 10 is about 60%-70%, which is higher than that of customer 7. That means if customer 10 connects to the distribution network, it will become the major harmonic contributor for the 5-th harmonic. More dynamic information can be provided in detail based on the proposed real-time evaluation method. As a result, the major harmonic contributor can be identified in real time.

To verify this advantage of the real-time evaluation, another comparison of evaluations under different time-scale is also developed for the 11-th harmonic. The dynamic changes of HCs for 11-th harmonic can also be described in real time, as shown in Fig. 11. Results under half of a day and hourly time-scales are shown in Fig. 12 (a) and (b), respectively. According to Fig. 12(a), the HC level of customer 7 is higher than 45% under the overall process time-scale. Besides, as shown in Fig. 12(b), customer 7 is always contributing 11-th harmonics during half of a day scale of time. That is the reason why the cumulative harmonic contribution of customer 7 is more than that of other customers. However, the actual major harmonic contributor for the 11-th harmonic is customer 13. That is because, from the results of the real-time evaluation in Fig. 12 (b), we can observe that customer 13 will contribute the most harmonics (about 90%) and become the major harmonic contributor if customer 13 connects to the distribution network.

In conclusion, dynamic harmonic characteristics are lost in evaluation results by the original rough scale (e.g., Fig. 12(a)). Benefiting from our proposed method (e.g., Fig. 12(b)), the
changes in HC levels can be discovered in real time. Furthermore, the actual major harmonic contributor can be identified from this dynamic description based on our proposed method.

D. Example Application of Harmonic Suppression Based on the Proposed Method

To demonstrate the significance of the proposed method in practice, the effects of harmonic suppression based on different methods are compared in this case. Taking 11:00 a.m. as an example, the original voltage at the PCC is shown in Fig. 14. According to Fig. 14 (a), the three-phase voltage waveform at the PCC has obvious harmonic distortion. Moreover, the voltage spectrum in Fig. 14 (b) shows that the 11-th and 13-th individual harmonic distortions (IHDs) and total harmonic distortion (THD) exceed the distortion limits [35]. Therefore, harmonic suppression measures should be implemented to improve the power quality at the PCC.

To suppress the harmonic distortion at the PCC, the harmonic suppression device should be set at the bus where the major harmonic contributor is located. There are two harmonic suppression schemes in this case. The first one is based on the CLSR and data selection methods. As the results of these two periodic methods, the major contributor for any harmonic orders is always customer 7. Hence, for the first scheme, the harmonic suppression device should be set for customer 7. The voltage at the PCC after the first suppression scheme is shown in Fig. 15. It shows that the distortion of the time-domain voltage waveform is improved slightly. According to Fig. 15 (b), we can observe that although all the IHDs and THD are decreased, the IHDs (11-th, 13-th) and THD still exceed the distortion limit. These results show that the first scheme, which is based on periodic methods under a large scale of time, has very limited effectiveness.

The second harmonic suppression scheme is based on our proposed method. As the real-time evaluation result shown in Fig. 9, the actual major contributor to 5-th harmonic is customer 10. From Fig. 12, the major contributor to 11-th harmonic is customer 13. The HC levels for 7-th and 13-th are similar to the 5-th and 11-th harmonics, respectively. Thus, in the second scheme, harmonic suppression devices for 5-th and 7-th harmonics are set for customer 10. The 11-th and 13-th harmonic suppression devices are set for customer 13. The harmonic suppression effect by the second scheme is shown in Fig. 16, where the voltage waveform in the time-domain is improved dramatically and becomes very smooth. All the IHDs and THD in the frequency-domain are well below the distortion limit [35]. That is because the dynamic HC level is captured in real time by using the proposed method. On this basis, the actual major harmonic contributor can be identified accurately. Therefore, the second suppression scheme based on our proposed method is effective.

Without loss of generality, another case at 2:00 p.m. is given to demonstrate the difference between the two algorithms. The frequency-domain harmonic distortion rate of the voltage (i) before harmonic suppression, (ii) under the first suppression scheme based on periodic methods, and (iii) under the second suppression scheme based on the proposed method are shown as the following Table V.

From Table V, it can be seen that after different harmonic suppression schemes, the distortion of voltage is improved. However, based on the proposed method, the THD is around 0.568%, which is significantly lower than the 1.058% based on the first scheme. Moreover, based on the proposed method, the 5-th and 7-th IHDs are around 0.334% and 0.356%, respectively, which are also remarkably lower than the 0.681% and 0.756% based on the first scheme. These remarkable harmonic suppression results show the second scheme based on our proposed method is very effective and further demonstrates
Harmonic distortion rate

<table>
<thead>
<tr>
<th>Different situations</th>
<th>Harmonic distortion rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>THD</td>
</tr>
<tr>
<td>Before suppression</td>
<td>1.518%</td>
</tr>
<tr>
<td>First suppression scheme</td>
<td>1.058%</td>
</tr>
<tr>
<td>Second suppression scheme</td>
<td>0.568%</td>
</tr>
</tbody>
</table>

TABLE VI
PER-UNIT LINE AND CABLE IMPEDANCE DATA
(based values: 13.8kV, 10000kVA)

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>R</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus 1</td>
<td>Bus 2</td>
<td>0.00139</td>
<td>0.00296</td>
</tr>
<tr>
<td>Bus 3</td>
<td>Bus 4</td>
<td>0.00122</td>
<td>0.00243</td>
</tr>
<tr>
<td>Bus 3</td>
<td>Bus 6</td>
<td>0.00075</td>
<td>0.00063</td>
</tr>
<tr>
<td>Bus 3</td>
<td>Bus 9</td>
<td>0.00157</td>
<td>0.00131</td>
</tr>
<tr>
<td>Bus 3</td>
<td>Bus 12</td>
<td>0.00109</td>
<td>0.00091</td>
</tr>
</tbody>
</table>

the superiority of the proposed real-time evaluation method.

V. CONCLUSION

To accommodate the dynamic harmonic characteristic of customers, a real-time HC evaluation method is proposed for the first time. Specifically, this method is established by a two-stage iteration estimator based on the information fusion idea to quantify the dynamic HCs of each customer in real time. By using the proposed method, the time-varying HCs can be evaluated since each customer’s HCs can be available immediately at the moment of measurement sampling. On this basis, the actual major harmonic contributor can be identified, and the THD of voltage at the PCC can be suppressed from 5.564% to 0.702%, which is well below the distortion limit of the IEEE standard. Furthermore, a dominant index method is developed to determine the negative effect of BH fluctuations, and then an adaptive gain selection strategy is proposed to improve the evaluation accuracy with BH fluctuations. Compared to periodic methods, the errors for any harmonic order are reduced from about 10% to within 2.5%. The TEs of the proposed method can remain around only 4.5% even under the condition with 30% BH fluctuations. The proposed method contributes to the power quality management of distribution networks.

Harmonic instability problems may occur in the distribution network, which can degrade the power quality and make identifying the major harmonic contributor more challenging. This issue still needs to be addressed. Therefore, the authors will consider the harmonic instability phenomenon in the research of harmonic contribution evaluation in future work.

APPENDIX A: SOURCE OF SIMULATION DATA

Some important simulation data are given in this part. The per-unit line and cable impedance data, transformer data, and generation and load data are shown in Tables VI, VII, and VIII, respectively.

APPENDIX B: A COMPARISON OF SEVERAL METHODS IN ANOTHER CASE

In order to make the experimental conclusions more convincing, another case is given to compare these several estimation methods. In this case, the time interval of evaluation is 6 hours, which is different. Customer 7 is connected to the grid throughout the evaluation’s time interval. However, customer 10 and customer 13 are connected to the grid for one hour in the fourth hour. The errors of harmonic contribution evaluation by two periodic methods and our proposed real-time method are shown in Table IX.

From Table IX, it can be seen that the TEs of the CSLR method and data selection method are more than 12% and 10% for any harmonic order, respectively. However, the TE of the proposed method is within 2.5%, which is significantly lower than that of the other two periodic methods. Therefore, the proposed evaluation method is more accurate. This is reasonable since information on the HCs at each sampling moment can be available through the real-time evaluation of the proposed method.

APPENDIX C: DISCUSSION ON TRANSFORMER PARAMETERS

For a specific transformer, changes in parameters have different impacts on customers in different locations.
<table>
<thead>
<tr>
<th>Method</th>
<th>CLSR Method</th>
<th>Data Selection Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonic Order</td>
<td>Main grid</td>
<td>Customer 7</td>
<td>Main grid</td>
</tr>
<tr>
<td>5-th</td>
<td>5.14%</td>
<td>4.89%</td>
<td>2.02%</td>
</tr>
<tr>
<td>7-th</td>
<td>5.78%</td>
<td>6.36%</td>
<td>0.56%</td>
</tr>
<tr>
<td>11-th</td>
<td>5.11%</td>
<td>6.02%</td>
<td>0.19%</td>
</tr>
<tr>
<td>13-th</td>
<td>4.92%</td>
<td>6.21%</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

### Table IX

<table>
<thead>
<tr>
<th>Method</th>
<th>CLSR Method</th>
<th>Data Selection Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonic Order</td>
<td>Main grid</td>
<td>Customer 7</td>
<td>Main grid</td>
</tr>
<tr>
<td>5-th</td>
<td>5.3836%</td>
<td>15.5896%</td>
<td>78.8055%</td>
</tr>
<tr>
<td>7-th</td>
<td>5.3895%</td>
<td>17.9182%</td>
<td>76.4333%</td>
</tr>
<tr>
<td>11-th</td>
<td>5.4145%</td>
<td>24.0205%</td>
<td>70.2073%</td>
</tr>
</tbody>
</table>

### Discussion on Harmonic Amplification

- If the parameters of the transformer in a specific feeder are changed, the harmonic of the customer in this specific feeder will be affected, and the percentage of harmonic contribution of this feeder will also be affected.
- If the parameters of the transformer in a specific feeder are changed, the impact on the harmonic of customers in other feeders can be negligible. The percentage of harmonic contribution of other feeders will change relatively with the percentage changing of that specific feeder.

A comparison case is given to verify the effect of different transformer parameters. In this case, all the customers are connected to the distribution network. There are three scenarios set in this supplemented case. In different scenarios, the leakage reactance parameter of the transformer between customer 10 and the PCC is %R = 0.2, %R = 0.3, and %R = 0.6, respectively.

Take the 5-th harmonic as an example. The percentage of harmonic contribution of different customers in these three scenarios can be shown in Table X.

From Table X, it can be seen that with the increase of transformer impedance parameters (between customer 10 and the PCC), the percentage of harmonic contribution from customer 10 decreases (located at this feeder). However, the percentage of harmonic contribution from other customers increases relatively with the percentage decrease of customer 10 (located at other feeders).

This indicates that if the parameters of the transformer in a specific feeder are changed, the percentage of harmonic contribution of this feeder will be affected. Furthermore, the percentage of harmonic contribution of other feeders will change relatively with the percentage changing of that specific feeder.

### Appendix D: Discussion on Harmonic Amplification

The harmonic amplification phenomenon is an undesired increase in the magnitude of harmonics, which can occur in two types of situations:

- The power capacitors added to the network may cause harmonic amplification. This is because the addition of capacitors leads to a reduction of system impedance. Capacitive impedance is inversely proportional to frequency; therefore, power capacitors have a lower impedance for high frequencies (e.g., 250Hz, 350Hz, 550Hz, and 650Hz). This leads to an increase in the magnitude of harmonic, i.e., harmonic amplification.

- The occurrence of harmonic resonances may also cause high magnification of harmonics. In a system with inductive impedance (X_L) and capacitive impedance (X_C), the harmonic resonance may occur at a specific frequency (resonant frequency, f_r). At this resonance point, X_L is equal to X_C and the impedance is very low; therefore, only inherent resistance in the network would limit the harmonic, and the magnitude of the harmonic (with frequency f_r) will be amplified.

A case about harmonic amplification is given. There are two scenarios in this case. (a) The first is a normal scenario, i.e., no harmonic amplification phenomenon. (b) In the second scenario, a power capacitor (9980 µF) is added to the PCC, which may result in harmonic amplification.

The frequency-domain harmonic distortion rate of voltage at the PCC under normal scenario and harmonic amplification scenario can be illustrated as following Figure 17 (a) and (b), respectively.

From the Figure 17, it can be seen that the 5-th, 7-th, 11-th, 13-th IHDs and the THD in the normal scenario are 0.938%, 1.015%, 3.775%, 3.847%, and 5.564%, respectively. However, in harmonic amplification scenario, the 5-th, 7-th, 11-th, 13-th IHDs and the THD are 1.198%, 1.543%, 31.351%, 12.778%, and 33.912%, respectively. The IHDs and the THD are amplified severely, which indicates that the harmonic amplification phenomenon occurs in the second scenario. Among the different harmonic orders, the harmonic amplification of the 11-th IHD is the most significant, with an amplification of about 8.3 times.

Taking the 11-th harmonic as an example, the HC for different customers before and after the occurrence of harmonic amplification are shown in Table XI.
Harmonic distortion rate (%)
Harmonic order

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Harmonic amplification</th>
<th>Main Grid</th>
<th>Customer 7</th>
<th>Customer 10</th>
<th>Customer 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>No</td>
<td>2.1487%</td>
<td>6.7715%</td>
<td>0.0058%</td>
<td>90.9640%</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Yes</td>
<td>2.2482%</td>
<td>6.8667%</td>
<td>0.0026%</td>
<td>90.8825%</td>
</tr>
</tbody>
</table>

Fig. 17. The frequency-domain harmonic distortion rate of voltage at the PCC (a) normal scenario; (b) harmonic amplification scenario.

The results indicate that customer 13 is still the major contributor to the 11-th harmonic, regardless of the occurrence of harmonic amplification phenomenon. It is reasonable since the harmonic amplification phenomenon is caused by the added capacitor instead of other customers. Therefore, the multi-customers' HC can be evaluated, and major harmonic contributor can be identified with or without considering harmonic amplification.
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