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Abstract—Distributed event-triggered secondary control in microgrids have been widely investigated to improve system efficiency. But most of them are based on consecutive triggering condition monitor, which would in turn increase the computation burden of the system. To this end, this paper presents distributed self-triggered algorithmic solutions to the frequency restoration control and active power sharing control of islanded microgrids. Different from event-triggered control schemes, in our self-triggered solutions, each distributed generator is equipped with a local algorithm that enables it to pre-compute the triggering time instant according to the states at previous one. Our starting point is to design a triggering condition with a novel estimate error. Then, the next triggering time instant is determined by solving a quadratic equation established based on the triggering condition, rather than monitoring the triggering condition consecutively. Theoretical analysis and simulation results show that the proposed distributed self-triggered secondary controllers can highly reduce the communication and computation cost simultaneously.

Index Terms—Self-triggered control, Distributed Control, Frequency restoration, Active power sharing, Islanded microgrid.

I. INTRODUCTION

EXPLORATION of distributed renewable energies in an effective way plays an important role in the decarbonization objective. Microgrid (MG) is considered as a feasible way to better utilize the distributed renewable energies [1]–[3]. To coordinate the contradiction between the renewable energies’ fluctuation and the stability of the power system, a multilevel control structure is used [4], [5]. In the structure, it requires the primary control to stabilize the frequency and the voltage quickly. Then, the secondary control is needed to achieve frequency and voltage restoration and accurate power sharing. For the secondary control in MGs, conventionally, it is always realized though centralized control structure [6] with consecutive periodic communication. However, this control mode requires higher data transmission rate and has poor scalability. In fact, the performance of the secondary control in MGs can be improved by the distributed cooperative control approach.

Distributed secondary control in MGs can be achieved by using multi-agent system-based consensus algorithms [7], which can achieve the global objective with only local control and neighboring communication, providing more scalability, flexibility and reliability. Therefore, the distributed secondary control is a superior choice for MGs to manage decentralized DGs. The first distributed secondary control in MGs refers to [8], in which the DGs are considered as agents, and a fair utilization profile is achieved among DGs by employing average consensus algorithm. Then, the authors in [9] propose the earliest distributed secondary control of frequency restoration by using leader-follower consensus algorithm. After that, a series of distributed secondary control algorithms in MGs are proposed for better performances relating to finite-time convergence [10], optimal operation [11], attack resistance [12]–[14], etc.

Notice that distributed secondary control relies on communication network to achieve the global objective. Conventionally, the data transmission of distributed control is implemented through sampled data system, resulting in a consecutive periodic information exchange among DGs. To meet the requirement in the worst possible extreme situations, the fixed sample period may be selected to be very small, which may cause conservative usage of the computation and communication resources during both transient process and steady state. On the other hand, considering the limitation of the resources in the local of DGs, it would increase the communication burden and lead to time delay or packet loss when the system scale is expanded, especially for the MGs with rapid growth of DGs. In this context, if the data transmission occurs only when it is needed, the efficiency of the distributed secondary control can be improved a lot. To this end, the event-triggered mechanism starts to rise [15]–[17].

By event-triggered control, the controller only updates and transmits its new states to its neighbors when a designed...
triggering condition is satisfied [17], [18], which is reactive in nature. In this way, the communication burden will be greatly reduced. For example, the authors in [19] designed a distributed event-triggered consensus-like nonlinear state feedback control to achieve reactive power allocation distributedly with reduced communications. A distributed event-triggered control scheme for frequency restoration with the aid of an extra distributed estimator was proposed in [20]. In [21], centralized and distributed event-triggered solutions are proposed for frequency and voltage restoration in MGs to reduce controller updates. To tolerate communication time delay, a novel event-triggered control law is proposed in [22] for the voltage restoration in AC MGs. In [23], [24], both power sharing control and restoration control were achieved with event-triggered mechanism simultaneously. After that, the authors in [25] used the event-triggered average consensus algorithm proposed in [17] to the power sharing control, and achieved the overall secondary control objectives of islanded MGs by decoupling the power sharing and the restoration control objectives. In [26], distributed event-triggered control strategies are designed for the current sharing and bus voltage regulation in DC MGs. However, there exists convergence error due to the design of the triggering condition. To achieve better convergence performance, a PI-based distributed event-triggered secondary controller with a constant threshold was proposed in [27]. To make the system converge to the objective in a desired period of time, a finite-time distributed event-triggered secondary frequency and voltage control for islanded AC MGs is proposed in [28]. In [29], the authors investigate the secondary control of DC MGs with a distributed dynamic event-triggering mechanism, with which the minimum inter-event time between triggers can be enlarged. Similarly, a distributed dynamic event-triggered protocol for the secondary control in islanded AC MGs is proposed in [30].

However, the event-triggered control strategies mentioned above require for continuous monitoring of a triggering condition, which would result in a significant computational overhead. To save the computation cost, self-triggered mechanism is investigated. For the self-triggered control, the controller evaluates the next triggering time instant ahead of time without involving triggering condition monitoring [17], [31]–[33], which is proactive in nature. Therefore, self-triggered control has better performance in reducing both communication and computation requirements when performing the secondary control in MGs. But, the study of self-triggered secondary control is insufficient. Several relating researches include: a discrete-time self-triggered controller is proposed in [34] to solve load current sharing problem in DC MGs considering data dropouts and communication delay. However, it mandates complex calculation for acquiring the next event time. In addition, a distributed self-triggered secondary control in MGs relating to reactive power sharing is proposed in [35]. The proposed controller is designed based on the ternary control in [31]. However, it leads to convergence error for resulting fewer events of the controller. To the best of the author’s knowledge, for the AC MGs, the existing studies only focus on power sharing problem. Besides, the computation of the existing self-triggered controllers is complex, which motivates our research in this paper.

In this paper, we proposed a novel distributed self-triggered control algorithm for both frequency restoration control and power sharing control in islanded MGs. The novelties of this paper are summarized as follows:

1) A distributed self-triggered control algorithm for frequency restoration is developed based on a novel distributed event-triggered condition considering a new kind of estimate error. On this basis, both communication and computation requirements are significantly reduced.

2) Following the same design principle, active power sharing is realized by distributed self-triggered control mechanism as well. Then, both frequency restoration and active power sharing objectives are achieved with reduced communication and computation costs.

3) The designed distributed self-triggered controllers only need to iteratively compute quadratic equations to obtain the next triggering time instants, which is simpler and more efficient than that of the existing self-triggered controllers.

The reminder of this paper is organized as follows: In Section II, a brief introduction of the primary droop control and distributed secondary control of MGs is presented. In Section III, our main result of this work relating the self-triggered controller design for the frequency restoration and active power sharing of islanded MGs is proposed. Simulation results are provided in Section IV to validate the effectiveness and advantages of the proposed controllers. Finally, Section V concludes our work in this paper.

II. PRIMARY AND SECONDARY CONTROL IN MICROGRIDS

In MGs, distributed renewable energies can be modeled as three-phase inverter-based DGs, which individually connect to the MG through a DC/AC converter and an LC filter via different inductive dominated line impedances [36]. The inverter-based DGs are regulated by inner voltage control, inner current control, and PWM control to generate the desired power with very short time scales [37], which require the reference signals from the primary control. The schematic view of the control structure can be illustrated in Fig. 1.
A. Droop-based Primary Control

For the primary control, droop technique is usually implemented since it mimics the characteristic of the traditional synchronous generator. It describes the relationship between active power and frequency, and the relationship between reactive power and voltage magnitude. DG i’s droop mechanism can be given by, for $i \in \{1, 2, \cdots, N\}$,

$$
\begin{align*}
\omega_i &= \omega_i^* - m_i P_i \\
V_i &= V_i^* - n_i Q_i,
\end{align*}
$$

(1)

where $N$ is the total number of DGs. $\omega_i$ and $V_i$ are the frequency and voltage magnitude of DG $i$, respectively. $P_i$ and $Q_i$ are the output active and reactive power. $m_i$ and $n_i$ are the frequency and voltage droop coefficients. $\omega_i^*$ and $V_i^*$ are the references of the droop control.

However, the droop mechanism may cause frequency and voltage deviations due to the mismatch between the power supply and demand. Thus, the secondary control is required to compensate for the deviations.

B. Distributed Secondary Frequency Restoration Control and Active Power Sharing Control

In this paper, we focus on frequency restoration and active power sharing objectives in the secondary control level.

As mentioned previously, distributed cooperative control mode is a better choice for implementing the secondary control compared with the centralized and decentralized control modes. In distributed secondary control, the controller is deployed at each DG’s local and only exchanges information with its neighbors, which provides more flexibility and better scalability. Therefore, the communication network is important for the distributed control system. Typically, the communication network can be described by an undirected graph $\mathcal{G} = (\mathcal{V} \times \mathcal{E})$, in which $\mathcal{V}$ represents the set corresponding to the DG set in the MG, and $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ denotes the set of edges corresponding to the communication links between DGs. An existing edge $(i, j) \in \mathcal{E}$ means that agent $i$ can communicate with agent $j$. Then, agent $j$ is called the neighbor of agent $i$. We denote by $\mathcal{N}_i$ the neighbor set of DG $i$. An adjacency matrix $A = [a_{ij}]_{N \times N}$ is required to formulate the existing of edges, where $a_{ij} = 1$ if $(i, j) \in \mathcal{E}$, and $a_{ij} = 0$, otherwise. Since the graph is undirected, we have $A = A^T$. The degree of agent $i$ is defined as $d_i = \sum_{j=1}^{N} a_{ij}$ representing the number of agent $i$’s neighbors. Then, the Laplacian matrix of graph $\mathcal{G}$ is defined as $L = D - A$, where $D = \text{diag}\{[d_1, \cdots, d_N]\}$.

The secondary frequency restoration control and active power sharing control are usually realized by turning the set point $\omega_i^*$ of primary control [9], [38], which can be derived from (1) by

$$
\omega_i^* = \int (\omega_i - m_i \dot{P}_i) dt.
$$

(2)

For the frequency restoration control, it is worth emphasizing that the reference value may be changed due to the higher level control objective. Therefore, it is applicable to use the leader-follower consensus-based controller to achieve the frequency restoration objective [38], which is given by:

$$
\dot{\omega}_i = u_i^* - k_\omega \sum_{j \in \mathcal{N}_i} a_{ij} (\omega_i - \omega_j) - k_\omega b_i (\omega_i - \omega^r),
$$

(3)

where $u_i^*$ is the control input. $\omega^r$ is the reference value of frequency. $k_\omega$ is the control gain. $b_i = 1$ indicates DG $i$ can receive the reference signal, $b_i = 0$, otherwise.

For the active power sharing control, average consensus algorithm is usually employed such that each DG generates active power with the same utilization profile, which is given by:

$$
m_i \dot{P}_i = u_i^p = -k_p \sum_{j \in \mathcal{N}_i} a_{ij} (m_i P_i - m_j P_j).
$$

(4)

By these implementations, with a connected communication network, the following frequency restoration and power sharing objectives can be achieved in distributed manners [9] as follows:

$$
\lim_{t \to \infty} |\omega_i(t) - \omega_i^*| = 0,
$$

(5a)

$$
\lim_{t \to \infty} |m_i P_i(t) - m_j P_j| = 0.
$$

(5b)

III. DISTRIBUTED SELF-TRIGGERED SECONDARY CONTROLLER DESIGN

In this section, we first design a self-triggered controller for frequency restoration in islanded MGs. Then, following the similar principle, we design a self-triggered controller for active power sharing control. Theoretical analysis is conducted to prove the correctness.

A. Distributed Self-triggered Controller Design for Frequency Restoration

1) Triggering Condition Design: For the DG i’s controller, $i \in \{1, 2, \cdots, N\}$, the triggering time instants are denoted by a sequence $t_{0i}, t_{1i}, \cdots, t_{ki}, \cdots$, and we denote the following disagreement as

$$
q_i(t) = - \sum_{j \in \mathcal{N}_i} a_{ij} (\omega_i(t) - \omega_j(t)) - b_i (\omega_i(t) - \omega^r).
$$

(6)

Then, the secondary control input is designed as:

$$
u_i^*(t) = k_\omega \dot{q}_i(t).
$$

(7)

where $\dot{q}_i(t)$ satisfies the following update rule

$$
\dot{q}_i(t) = q_i(t)_{k}, \quad t \in [t_{ki}, t_{k+1}).
$$

(8)

Rule (8) implies that DG $i$ only updates $\dot{q}_i(t)$ by calling for $\omega_i(t)$ and $\omega_j(t)$, $j \in \mathcal{N}_i$, at its triggering time instant $t_{ki}$ or at the time instant when any of its neighboring DG $j$, $(j \in \mathcal{N}_i)$, triggers. Otherwise, $\dot{q}_i(t)$ remains unchanged. Therefore, $\dot{q}_i(t)$ is piecewise continuous. This rule also means that the communication is only executed at the event time instants of DG $i$ or its neighbors, rather than continuously.
Therefore, how to determine $t_k^i$ is the key to the controller design.

To find the triggering condition that determines when to conduct a trigger, we define the following estimate error
\[ e_i(t) = ˆg_i(t) - q_i(t), \]  
and the following tracking error,
\[ ε_i(t) = ω_i(t) - ω^*. \]  

Notice the estimate error (9) defined here is different from the existing ones in the literature [18], [25], [27].

Then, the triggering time instant that maintains the convergence correctness can be designed by
\[ t_k^i = \min \{ t \mid e_i^2(t) ≥ σ_i q_i^2(t) \}, \]  
where $e_i^2(t) ≥ σ_i q_i^2(t)$ is the triggering condition. $0 < σ_i < 1$ is an adjustable parameter that affects the number of triggering time instants.

The following Lemma shows how the triggering time instant defined in (11) achieves the frequency restoration.

**Lemma 1:** For an islanded MG with $N$ DGs, assume that the DGs are connected by an undirected connected communication network and at least one DG can receive the reference frequency signal, then the DGs group will asymptotically achieve frequency restoration in (5a) under the control law (7) with the triggering time instants defined in (11). Moreover, there doesn’t exist Zeno behavior for each DG’s controller.

**Proof:** To conduct the proof, we first provide two relationships in compact forms.

From (6), (7) and (9), one can derive
\[ ω(t) = k_ω q(t) + k_ω e(t), \]  
and from (6) and (10), we have
\[ q(t) = -H e(t), \]  
where $H = L + B$, and $B = \text{diag}(b_1, \cdots, b_N)$. Since the communication links are undirected, $H = H^T$ is hold. In the compact form, the bold lowercase variable represents the vector with proper dimension, for example $q(t)$ in (12) is referred to as $q(t) = [q_1, q_2, \cdots, q_N]^T$.

Consider the Lyapunov function candidate: $W(t) = \frac{1}{2} e^T(t) H e(t)$. Differentiating the Lyapunov function yields
\[ \dot{W}(t) = e^T(t) H \dot{e}(t). \]  
Due to $\dot{e}(t) = ˆω(t)$ and $H = H^T$, by invoking (12) and (13), we have
\[ \dot{W}(t) = e^T(t) H \dot{ω}(t) \]  
\[ = -q^T(t) [k_ω q(t) + k_ω e(t)] \]  
\[ = -k_ω q^T(t) q(t) - k_ω q^T(t) e(t). \]  

Using the inequality $-xy ≤ \frac{1}{2} x^2 + \frac{1}{2} y^2$ and expanding (15) out, we have
\[ \dot{W}(t) ≤ -k_ω \sum_{i=1}^{N} q_i^2(t) + \frac{1}{2} \sum_{i=1}^{N} \left[ q_i^2(t) + \frac{1}{2} e_i^2(t) \right] \]  
\[ ≤ -\frac{1}{2} k_ω \sum_{i=1}^{N} q_i^2(t) - e_i^2(t). \]  

If we guarantee
\[ e_i^2(t) < σ_i q_i^2(t) \]  
with $0 < σ_i < 1$, which is referred to as the stability condition, then one has
\[ \dot{W}(t) ≤ -\frac{1}{2} k_ω \sum_{i=1}^{N} (1 - σ_i) q_i^2(t) < 0. \]  

Here, we finish the controller stability proof.

Since the triggers should occur when the stability condition is violated, we define the triggering condition by:
\[ e_i^2(t) ≥ σ_i q_i^2(t). \]  

Next, we prove the exclusion of Zeno behavior by evaluating the lower bound on the time intervals between triggering time instants.

From definition (9), one can derive that
\[ | ˆq_i(t) | = | q_i(t) + e_i(t) | ≤ | q_i(t) | + | e_i(t) |. \]  

Combining (19) with (20), we have
\[ | ˆq_i(t) | ≤ (1 + \frac{1}{σ_i}) | e_i(t) |. \]  

For $t \in [t_k^i, t_{k+1}^i)$, considering no neighbor’s information is received, we have the following relationship from (9),
\[ \dot{e}_i(t) = - ˆq_i(t) = -h(t), \]  
where
\[ h_i(t) = -k_ω \sum_{j \in N_i} a_{ij} ( ˆq_i(t) - ˆq_j(t) ) - k_ω b_i ˆq_i(t). \]  

Since $h(t)$ is constant in $[t_k^i, t_{k+1}^i)$ and $e_i(t_k^i) = 0$, integrating (22) from $t_k^i$ to $t$, we have
\[ e_i(t) = -(t - t_k^i) h(t). \]  

Thus, by using (21) and (24), one can derive that
\[ (t - t_k^i) | h(t) | ≥ \frac{1}{\sqrt{σ_i}} | ˆq_i(t) |. \]  

Then, since $ˆq_i(t) ≠ 0$, it can be derived from (25) that
is always hold, where $s = \max_{j \in \mathcal{N}_i} \{ t_k^j \leq t \}$ is the latest event of neighboring DGs.

Since $h_i(t)$ is a piecewise constant and we know all time instants in $[t_k^i, t_k^{i+1}]$, we can use the following iterative procedure to obtain $\Omega(t)$.

We need a flag $p$ and a temporary variable $s_p$ to conduct our analysis. They are initialized by $p = 0$ and $s_0 = t_k^i$. If any new state $\hat{q}_j(t)$ from neighbor is received, $p$ is updated by $p = p + 1$ and $s_p$ is updated by the current time instant. Then, in $[t_k^i, t_k^{i+1}]$, $\Omega(t)$ can be represented by:

$$\Omega(t) = \sum_{l=1}^{p} h_i(s_{l-1})(s_l - s_{l-1}) + h_i(s_p)(t - s_p).$$

Thus, (31) is the iterative implementation of (30). Then, we further simplify (31) by

$$\Omega(t) = \Omega_p + h_i(s_p)(t - s_p),$$

where $\Omega_p = \sum_{l=1}^{p} h_i(s_{l-1})(s_l - s_{l-1}), \ p = 1, 2, \cdots, \text{and } \Omega_0 = 0$.

Since $e_i(t)$ and $q_i(t)$ can be determined by (28), (29) and hence by (32), $t_{k+1}^i$ thus can be obtained by solving the following equation, which is derived from the critical condition of the triggering condition (19).

$$\Omega^2(t) = \sigma_i[\Omega(t) + \hat{q}_i(t)]^2.$$ (33)

To solve $t$, at which $t = t_{k+1}^i$. We first denote $z = t - s_p$, $h_p = h_i(s_p)$. Thus (33) becomes

$$(\Omega_p + zh_p)^2 = \sigma_i[\Omega_p + zh_p + \hat{q}_i(t)]^2.$$ (34)

Then, one can obtain the following quadratic equation of $z$ by expanding (34) as:

$$az^2 + bz + c = 0,$$ (35)

where $a = (1 - \sigma_i)h_p^2$, $b = 2\Omega_p h_p - 2\sigma_i h_p[\Omega_p + \hat{q}_i(t)]$, $c = \Omega_p^2 - \sigma_i[\Omega_p + \hat{q}_i(t)]^2$.

Notice that $a > 0$ since $0 < \sigma_i < 1$ and $h_p \neq 0$, and $\Delta = b^2 - 4ac = 4\sigma_i h_p^2(\hat{q}_i(t)) > 0$ if $\hat{q}_i(t) \neq 0$, then (35) have two solutions. From (35), we know that $c < 0$ before $t = t_{k+1}^i$. Thus, (35) has exactly one positive solution denoted by

$$z_+ = \left\{ \frac{\sigma_i \hat{q}_i(t) + \sqrt{\sigma_i \hat{q}_i(t)(1-\sigma_i)\Omega_p}}{1-\sigma_i h_p}, \text{ if } \hat{q}_i(t) > 0 \right\} \left\{ \frac{\sigma_i \hat{q}_i(t) - \sqrt{\sigma_i \hat{q}_i(t)(1-\sigma_i)\Omega_p}}{1-\sigma_i h_p}, \text{ if } \hat{q}_i(t) < 0 \right\}.$$ (36)

The next triggering time instant $t_{k+1}^i$ can be determined by the following process. For DG $i$‘s controller, the controller records the last triggering time instant $t_k^i$ of DG $i$ or $t_k^j$ of its neighbors by $s_p$. Then, the controller computes $z_+$ according to (36) and obtains a candidate next triggering time instant as $t_{k+1}^i = s_p + z_+$. If a new state is received from any neighbor before $t_{k+1}^i$, then update $s_p$ by the receiving moment, e.g. $t_{k+1}^j$. At the same time, the controller computes (36) again to get a new $z_+$ and takes $t_{k+1}^i = s_p + z_+$ as a new candidate next triggering time instant. Repeat the process until no new state is received from neighboring controllers before $t_{k+1}^i$, then, the
that the DGs are connected by an undirected connected communication network and at least one DG can receive the reference frequency signal, then the DGs group will asymptotically achieve frequency restoration in (5a) under the control algorithm in Algorithm 1.

**Proof:** Since Algorithm 1 is designed according to the proposed triggering condition (19), the outputs of all DGs determined by Algorithm 1 are exactly equivalent to those determined by the control in Lemma 1 if both of them have the same initial conditions. In addition, since we have proved that the proposed triggering condition can exclude Zeno behavior, the self-triggered controller does not exhibit Zeno behavior, either.

For the implementation of the proposed controller, the neighboring communication and computation of $z_+$ are not difficult to realize. For each DG’s controller, a memory unit is needed to store $s_p$, $q_j(t)$, $q_j(t)$, $j \in N_i$, and $\Omega_p$. Then, when computing $z_+$, a calculation unit is needed to solve a quadratic equation with the new received $q_j(t)$ (one of the neighboring DGs), which does not mandate too much computation resources. While the time reaching $t_{k+1}$, the DG calls for $\omega_i(t)$ and $\omega_j(t)$, $j \in N_i$ to update $q_j(t)$. At the same time, the controller sends $q_j(t)$ to the neighboring DGs, which can be realized by a communication unit. Therefore, each controller only needs to integrate the memory module, calculation module and communication module to realize the self-triggered control.

**Algorithm 1** Self-triggered control algorithm for DG $i$

```plaintext
INITIALIZE:

$k \leftarrow 0; \ t_k \leftarrow 0;

p \leftarrow 0; \ s_p \leftarrow t_k; \ \Omega_p \leftarrow 0; \ h_p \leftarrow h_i(s_p)$ as in (23);

ENSURE:

while $t < T$ do
  if $h_p = 0$ then
    Continue;
  else
    compute $z_+$ as (36); \ $\tau_k = s_p + z_+$;
    end
  if $t < \tau_k$ & a new state $q_j(t)$ is received then
    $h_{temp} \leftarrow h_p; \ \Omega_{temp} \leftarrow \Omega_p; \ p \leftarrow p + 1;
    \Omega_p \leftarrow \Omega_{temp} + h_{temp}(t - s_p); \ s_p \leftarrow t; \ h_p \leftarrow h_i(s_p);$ Continue;
  else if $t = \tau_k$ then
    $k \leftarrow k + 1; \ t_k \leftarrow \tau_k;
    \ update \ q_i(t) \ by \ acquiring \ the \ local \ states \ \omega_i(t); \ propagate \ q_i(t) \ to \ all \ neighbors;
    p \leftarrow 0; \ s_p \leftarrow t_k; \ \Omega_p \leftarrow 0; \ h_p \leftarrow h_i(s_p)$; \ Continue;
  end
end while
```

The following Theorem concludes the correctness of the proposed distributed self-triggered controller.

**Theorem 1:** For an islanded MG with $N$ DGs, assume

---

![Flow chart diagram](image-url)

Fig. 2. The flow chart diagram of the frequency restoration and active power sharing distributed self-triggered controllers.

---

Next trigger will be executed when $t$ reaches $t_{k+1}$. At that moment, DG $i$’s controller will update $\hat{q}_i(t)$ by $\hat{q}_i(t_{k+1})$ and send it to its out neighbors. The flow chart of DG $i$’s self-triggered control can be illustrated by the in Fig. 2. And the overall procedure can be summarized in Algorithm 1.

It is worth mentioning that, to obtain the next event time in advance, each DG only needs to iteratively solving the quadratic equation (36), rather than computing the triggering condition continuously. Thus, it can reduce a lot of computation operations compared with event-triggered controllers. Moreover, it is also simpler than most of the existing self-triggered controllers [17], [39] due to its computation simplicity.

**Algorithm 1** Self-triggered control algorithm for DG $i$

**Initialization:**

$k \leftarrow 0; \ t_k \leftarrow 0;

p \leftarrow 0; \ s_p \leftarrow t_k; \ \Omega_p \leftarrow 0; \ h_p \leftarrow h_i(s_p)$ as in (23);

**Ensure:**

while $t < T$ do
  if $h_p = 0$ then
    Continue;
  else
    compute $z_+$ as (36); $\tau_k = s_p + z_+$;
    end if
  if $t < \tau_k$ & a new state $q_j(t)$ is received then
    $h_{temp} \leftarrow h_p; \ \Omega_{temp} \leftarrow \Omega_p; \ p \leftarrow p + 1;
    \Omega_p \leftarrow \Omega_{temp} + h_{temp}(t - s_p); \ s_p \leftarrow t; \ h_p \leftarrow h_i(s_p);$ Continue;
  else if $t = \tau_k$ then
    $k \leftarrow k + 1; \ t_k \leftarrow \tau_k;
    \ update \ q_i(t) \ by \ acquiring \ the \ local \ states \ \omega_i(t); \ propagate \ q_i(t) \ to \ all \ neighbors;
    p \leftarrow 0; \ s_p \leftarrow t_k; \ \Omega_p \leftarrow 0; \ h_p \leftarrow h_i(s_p)$; \ Continue;
  end
end while

---

The following Theorem concludes the correctness of the proposed distributed self-triggered controller.

**Theorem 1:** For an islanded MG with $N$ DGs, assume

---

Theorem 2: For an islanded MG with $N$ DGs, assume that the DGs are connected by an undirected connected communication network and at least one DG can receive the reference frequency signal, then the DGs group will asymptotically achieve frequency restoration in (5a) under the control algorithm in Algorithm 1.

**Proof:** Since Algorithm 1 is designed according to the proposed triggering condition (19), the outputs of all DGs determined by Algorithm 1 are exactly equivalent to those determined by the control in Lemma 1 if both of them have the same initial conditions. In addition, since we have proved that the proposed triggering condition can exclude Zeno behavior, the self-triggered controller does not exhibit Zeno behavior, either.

For the implementation of the proposed controller, the neighboring communication and computation of $z_+$ are not difficult to realize. For each DG’s controller, a memory unit is needed to store $s_p$, $q_j(t)$, $q_j(t)$, $j \in N_i$, and $\Omega_p$. Then, when computing $z_+$, a calculation unit is needed to solve a quadratic equation with the new received $q_j(t)$ (one of the neighboring DGs), which does not mandate too much computation resources. While the time reaching $t_{k+1}$, the DG calls for $\omega_i(t)$ and $\omega_j(t)$, $j \in N_i$ to update $q_j(t)$. At the same time, the controller sends $q_j(t)$ to the neighboring DGs, which can be realized by a communication unit. Therefore, each controller only needs to integrate the memory module, calculation module and communication module to realize the self-triggered control.

**B. Distributed Self-triggered Controller Design for Active Power Sharing**

The distributed self-triggered active power sharing controller can be designed by following the similar procedure as in subsection A. Firstly, we denote by $p_i = m_i P_i$ for notation conciseness. Then, for DG $i$’s power sharing controller, the active power disagreement is defined by

$$q_i^p(t) = - \sum_{j \in N_i} a_{ij}(p_i(t) - p_j(t)).$$

The control input is then designed by $u_i^p = k_p q_i^p(t)$ with $\hat{q}_i^p(t) = q_i^p(t_{k+1})$, $t \in [t_k^p, t_{k+1}^p]$.

Similarly, define the power sharing estimate error as $e_i^p(t) = \hat{q}_i^p(t) - q_i^p(t)$, we can obtain the following triggering time instant to achieve the power sharing objective in (4) with no Zeno behavior.

$$t_{k+1}^p = \min \{ t \mid \langle e_i^p \rangle^2(t) \geq \sigma_i^p(q_i^p)^2(t) \}.$$

The proof is omitted here since it is similar to the proof of Lemma 1. The only difference is the Lyapunov function should be changed into $W(t) = p_i^T L p_i$.

Then, following the same procedure of subsection A 2), we have the following theorem.

**Theorem 2:** For an islanded MG with $N$ DGs, assume that the DGs are connected by an undirected connected communication network, then the DGs group will asymptotically achieve active power sharing objective in (5b) under the
same self-triggered control procedure in Algorithm 1 with $h_i(t) = -k_p \sum_{j \in N_i} a_{ij}(\dot{q}_p^j(t) - \hat{q}_p^j(t))$.

**Proof:** Following the same design procedure in subsection A 2), the distributed self-triggered controller for the power sharing can be designed by only change (23) into $h_i(t) = -k_p \sum_{j \in N_i} a_{ij}(\dot{q}_p^j(t) - \hat{q}_p^j(t))$, then we can achieve the power sharing objective with the same procedure in Algorithm 1.

Accordingly, the frequency restoration and active power sharing secondary controls can be achieved based on self-triggered mechanism. The diagram of the controllers for DG $i$ can be depicted as Fig. 3.

IV. SIMULATION RESULTS AND DISCUSSION

In this section, the effectiveness of the proposed distributed self-triggered secondary control algorithms are validated by simulation results. The test MG system with 6 DGs is illustrated in Fig. 4, in which the communication network is represented by blue dash lines. In the test MG system, the DGs are simulated as inverter-based DGs with inner voltage & current control loops, PWM mechanisms and LC filters in detail. The parameters of the test MG are provided in Table I. Without loss of generality, the reference frequency of the islanded MG is set to be $\omega^r = 50$ Hz. The control gains are set to be $k_p = 30$ and $k_p = 20$, respectively. The parameters $\sigma_i$ and $\sigma_i^*$ are all set to be 0.9, $i \in \{1, 2, 3, 4, 5, 6\}$.

The simulation process is: 1) At $t = 0$ s, the MG works in islanded mode with only primary control. The total load is 50 kW at the beginning. 2) At $t = 1$ s, the proposed self-triggered secondary controller is activated. 3) At $t = 3$ s, the total load suddenly reduces 5 kW. 4) At $t = 5$ s, the total load suddenly increases 5 kW. The simulation time lasts 7 s in total.

A. Step Load Change

In this subsection, the effectiveness of the proposed distributed secondary control algorithms are verified by investigating the operation of the MG with step load change.

Fig. 5 shows the simulation results, in which Fig. 5 (a) exhibits the frequencies of DGs, Fig. 5 (b) exhibits the active power outputs of DGs. As observed, after the MG islanding at the beginning, the frequencies of DGs are soon synchronized (in 0.5 s) but are deviated from the reference value owing to the primary droop control. The active power of DGs are allocated inversely proportional to their droop coefficients, as $P_1 : P_2 : P_3 : P_4 : P_5 : P_6 = 2 : 2 : 1 : 1 : 2 : 1$ (the outputs of DG 1, DG 3 and DG 5 are stable at about 11.11 kW, and the outputs of DG 2, DG 4 and DG 6 are stable at about 5.55 kW). Then, the self-triggered secondary controls are applied at $t = 1$ s. It can be seen that the frequencies are gradually compensated to the reference value 50 Hz. Meanwhile, the active power of DGs are allocated to the same utilization profile accurately, which coincides with the droop control since we choose $m_i$ in (4) to be the same as the corresponding droop coefficient. When the step load changes occur at $t = 3$ s, the frequencies of DGs can still be maintained at the reference value after a short transient process. The outputs of DGs decrease due to the load reduction while still maintain the same utilization profile.
hundreds of times during the whole simulation process. From Fig. 6 we can see that the triggers are rather sparse, which means the controllers require quite few control updates and communications.

This scenario illustrates the effectiveness of the proposed distributed self-triggered frequency restoration and active power sharing control algorithms.

### B. Plug-and-play Operation

In this subsection, we test the plug-and-play operation ability of the proposed distributed self-triggered control algorithms. In this simulation, the MG is islanded at \( t = 0 \) s and the secondary control is actuated at \( t = 1 \) s. Then, at \( t = 2.5 \) s, DG 4 gets disconnected from the MG, and is plugged back at \( t = 4 \) s. The total simulation time is set to be 6 s. The results are provided in Fig. 7 and Fig. 8.

It can be observed that, after DG 4 being plugged out at \( t=2.5 \) s, the active power of DG 4 soon decreases to 0. And its frequency increases to 50.5 Hz due to the primary droop control on idle-load operation. During 2.5s to 4 s, because of DG 4 getting disconnected, the load in the MG (50 kW) is supported only by DG 1, DG 2, DG 3, DG 5 and DG 6. Their outputs all increase to compensate the power shortage caused by the outage of DG 4. Whereas, because of the proposed self-triggered secondary controllers, the load is shared by DG 1, DG 2, DG 3, DG 5 and DG 6 according to the fair utilization profile as \( P_1 : P_2 : P_3 : P_5 : P_6 = 2 : 1 : 2 : 1 \) (the outputs of DG 1, DG 3 and DG 5 are stable at about 10 kW, and the outputs of DG 2, DG 4 and DG 6 are stable at about 5 kW). And when the load increases 5 kW at \( t = 5 \) s, the proposed controllers can still compensate the frequency to 50 Hz and achieve the accurate power sharing with the same utilization profile.

Fig. 6 provides the triggering time instants of DGs’ frequency and active power sharing controllers. The numbers in the right-hand side is the total triggering time of each DG’s controller. It is observed that the triggers for each DG’s controller are aperiodic and intermittent rather than consecutively. Moreover, each controller only triggers several
intermittent as well. When DG 4 is plugged out, its controllers do not trigger any more until DG 4 is plugged back at $t = 4.5$ s.

This simulation result illustrates that the proposed distributed self-triggered secondary controllers have plug-and-play operation ability and hence can provide more operation flexibility and scalability for DGs.

C. Operation with Communication Delay

Notice that the proposed self-triggered controllers are designed under the assumption of ideal communication, i.e., without time delay. However, communication delay may occur in practice. Recalling the principle of the self-triggered mechanism, the triggering time instant is determined when the stable condition is about to be violated. Time delay would cause the controller to trigger after the critical time of stable condition, which may make the system lose stability. In order to study the influence of communication delay on the self-triggered control systems preliminarily, in this subsection, we test the proposed self-triggered controllers with different communication delay.

Without loss of generality, we only provide the control performance of frequency restoration control due to the space limitation.

Fig. 9 illustrates the control performance of the proposed self-triggered frequency restoration controller with different communication delay during 1s to 2.5 s. The time delay in Fig. 9 (a) is set to be $\tau = 1\text{ms}$, in Fig. 9 (b) $\tau = 5\text{ms}$, in Fig. 9 (c) $\tau = 10\text{ms}$. We can see from Fig. 9 (a) and (b) that the responses of the controllers get more and more oscillatory as the communication delay increases. But, the system can maintain stability under short communication delay. Therefore, a shorter communication delay does not destroy the stability of the system, but it does reduce the control performance of the self-triggered controller.

However, as shown in Fig. 9 (c), when the communication delay increases to 10 ms, the system loses its stability. In [40], it has been demonstrated that the traditional distributed secondary control system is able to endure the communication delay of tens of milliseconds. Thus, it is reasonable to state that the self-triggered mechanism reduces the stability margin of the distributed secondary control system. Stability analysis of distributed self-triggered secondary control is a complicated, interesting and worth studying issue, which we would like to discuss in our next paper.

D. Comparison with the Conventional Time-Triggered and the State-of-the-art Event-Triggered Controller

In this subsection, to further verify the effectiveness of the proposed self-triggered control, we compare the proposed self-triggered control with the conventional time-triggered control, and the state-of-the-art event-triggered control in [18]. For the sake of conciseness, we only provide the comparison results of the frequency restoration control as well.

The sampling period for the conventional controller and the controller in [18] is set to be 1 ms. The parameter $\sigma_i$ for the triggering condition of the event-triggered controller in [18] is set to be 0.9 as well.
The total number of triggering time instants for DGs under different controllers.

<table>
<thead>
<tr>
<th>DGs</th>
<th>Number of times</th>
<th>Controllers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trigger</td>
<td>Conventional</td>
</tr>
<tr>
<td>DG 1</td>
<td>5000</td>
<td>212</td>
</tr>
<tr>
<td>DG 2</td>
<td>5000</td>
<td>293</td>
</tr>
<tr>
<td>DG 3</td>
<td>5000</td>
<td>146</td>
</tr>
<tr>
<td>DG 4</td>
<td>5000</td>
<td>289</td>
</tr>
<tr>
<td>DG 5</td>
<td>5000</td>
<td>134</td>
</tr>
<tr>
<td>DG 6</td>
<td>5000</td>
<td>221</td>
</tr>
</tbody>
</table>

Table II depicts the total number of triggering times and computation times for each DGs under the proposed self-triggered controller, the conventional controller and the event-triggered controller in [18]. It can be clearly seen that the total number of triggering times for the event-triggered controller and the self-triggered controller are far more less than that of the conventional controller. This demonstrates the advantage of the proposed self-triggered controller for its ability to reduce communication requirement significantly. However, the total number of triggering times for the self-triggered controller and event-triggered controller are nearly the same. Therefore, the self-triggered controller does not have great advantages in reducing communication requirement compared with the event-triggered controller. But for the computation times, the conventional controller requires computing the control input consecutively, so each DG conducts 5000 times computation. The event-triggered controller needs to monitor the triggering condition all the time, thus it also needs to compute the triggering condition 5000 times for each DGs. While the self-triggered controller only requires computing $z_+$ 284 times on average. Although the computation times are larger than the triggering times due to the new states received from neighboring DGs in between the events, it is still far more less than that of the conventional controller and the event-triggered controller. In this sense, the self-triggered controller can reduce both communication and computation cost significantly.

E. Comparison with the State-of-the-art Self-Triggered Controller

To further verify the superiority of the proposed self-triggered control strategy, in this subsection, we provide a comparison result with the state-of-the-art self-triggered control strategy in [35]. For the sake of conciseness, we only provide the comparison results of the active power sharing control.

For the self-triggered active power sharing control in [35], it introduces a signum function $\text{sign}(\cdot)$ to prescribe the control step of the controller. In addition, a linear clock is designed based on the maximum value of a predefined convergence error $\varepsilon$ and the current estimate error to determine the triggering time instants, hence this controller will result in a small convergence error. It is shown that the choice of $\varepsilon$ prescribes the trade-off between the number of triggers and the accuracy of convergence. A larger $\varepsilon$ means fewer triggers but a larger convergence error. For more details of this controller, one can refer to [35] or [31].

Fig. 10 illustrates the control performance of the self-triggered active power sharing controller in [35]: (a) the active power outputs of DGs; (b) the triggering time instants of DGs; (c) the enlarged detail of the triggering time instants of DGs.
TABLE III

<table>
<thead>
<tr>
<th>DGs</th>
<th>Number of times the controller in [35] operation of DGs</th>
<th>Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG 1</td>
<td>Trigger 331, Computation 198</td>
<td>122</td>
</tr>
<tr>
<td>DG 2</td>
<td>Trigger 488, Computation 421</td>
<td>264</td>
</tr>
<tr>
<td>DG 3</td>
<td>Trigger 416, Computation 208</td>
<td>119</td>
</tr>
<tr>
<td>DG 4</td>
<td>Trigger 413, Computation 408</td>
<td>251</td>
</tr>
<tr>
<td>DG 5</td>
<td>Trigger 397, Computation 163</td>
<td>99</td>
</tr>
<tr>
<td>DG 6</td>
<td>Trigger 421, Computation 305</td>
<td>178</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

In this paper, we have developed distributed self-triggered control algorithms for frequency restoration and active power sharing of islanded MGs. It has been demonstrated that the proposed self-triggered controllers not only can reduce the communication cost of DGs, but also reduce the computation burden significantly, which highly improves the efficiency of the secondary control system in MGs. The controllers are fully distributed, and thus can support the plug-and-play operation of DGs. Compared with the existing distributed self-triggered secondary controller, the proposed controllers show better performance on the accuracy of convergence and the communication and computation cost reduction. Future work includes the analysis of the proposed self-triggered secondary controller under communication delay.
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