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Abstract—Decentralized energy management using consensus-
based algorithm is a vibrant research field since it can promote
the local accommodation of the renewable energy generation
without raising privacy and scalability issues. Most of the exist-
ing methods assume that the communication links are reliable,
which might not be true in real-world implementations. This
paper focuses on tackling the problem of random packet drops.
We first formulate the models of the energy management problem
in the microgrid and the information packet drop in the commu-
nication network. Based on the models, we conclude that losing
the information about incremental electricity cost estimation is
tolerable, while losing the information about the power mismatch
estimation is not. We propose a novel consensus algorithm that
tracks and exchanges the accumulated value of the power mis-
match estimation so that the information loss can be recovered.
An equivalent form of the proposed method is established by aug-
menting the communication links with virtual buffering nodes.
Based on the augmented communication topology, we theoreti-
cally prove the convergence of the proposed algorithm and the
optimality of the solution. Several case studies are provided to
validate the effectiveness of the proposed algorithm.

Index Terms—Consensus-based algorithm, microgrid energy
management, random packet drops, renewable energy.

I. INTRODUCTION

THE VISION of carbon neutrality motivates the prolifera-
tion of distributed renewable energy sources (RESs) [1].

Distributed RESs are small-sized onsite generators whose
power generation can be locally consumed by the loads, so that
the transmission cost is reduced [2]. However, the local accom-
modation of distributed RES generation is challenging, since
the RES generation is intermittent, uncertain and often non-
dispatchable [3]. Microgrids, which provide interconnections
among distributed RESs, dispatchable diesel generators and
flexible loads, are regarded as a promising solution to promote
the local accommodation of distributed RES generation [4].

To accommodate the distributed RES generation locally,
the dispatchable diesel generators and the flexible loads need
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to be optimally coordinated, which is termed as the energy
management problem of the microgrid [5]. Some researchers
propose centralized methods to solve the microgrid energy
management problem [6], [7], [8]. Although these centralized
methods can promote the local accommodation of RES genera-
tion, there exist some critical issues, such as privacy protection,
single point of failure and low scalability [9]. With the fast
development of information and communication technologies,
the entities in the microgrid can process data locally and com-
municate with each other [10]. Thus, these entities can form
a multi-agent system, among which the energy management
problem can be solved in a decentralized manner [11].

The consensus-based algorithm is widely adopted in the
decentralized coordination of a multi-agent system, where
the agents exchange information that are non-private, i.e., the
estimations of incremental electricity cost and global power
mismatch. Rahbari-Asr et al. [12] propose a consensus-based
algorithm for energy management of the smart grid, which
adopts an undirected communication topology. Yang et al. [13]
propose a consensus algorithm for a more general directed
communication topology. Yan et al. [14], Zhao et al. [15] and
Yang et al. [16] further study consensus-based energy manage-
ment with different objectives over different communication
topologies. The above-mentioned algorithms assume that each
agent knows its out-degree, i.e., the number of agents that
receive its information, which might not be true in real-world
implementations [17]. One typical scenario is that the commu-
nication links are non-ideal, i.e., the information packet drops
randomly [18], as illustrated in Fig. 1. Since random packet
drops cannot be detected a priori, it becomes difficult for the
sending agents to accurately estimate the out-degrees, imply-
ing that the optimality and feasibility of the obtained solution
might be lost.

To tackle this issue, Mao et al. [19] propose a similarity-
based method to estimate the lost information. However, since
the lost information cannot be fully recovered through approx-
imation, the optimality of the solution cannot be guaranteed.
Zhang et al. [20] and Wang et al. [21] propose gossip updating
rules for the information exchanged among the agents, i.e., the
estimation of power mismatch and the estimation of incremen-
tal electricity cost, respectively. Duan and Chow [22] propose
a corrective method based on the symmetry of the undirected
graphs. Although these methods guarantee the convergence to
global optimum, their application might be limited as they
require the communication topologies to be undirected. For a
more general scenario where the communication topology is
directed, Hadjicostis et al. [23] propose the method of running
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Fig. 1. In a microgrid with directed communication network, random packet
drop might occur when the communication links are non-ideal. For example,
in this figure, agent 6 is supposed to receive an information packet from agent
3 at every iteration. However, random packet drops might happen, which
deteriorate the optimality of the solution obtained by the consensus-based
energy management algorithm.

sums to solve the average consensus problem with random
packet drops. Wu et al. [24] introduce the method of running
sums to energy management, and propose a ratio-consensus-
based algorithm over a directed graph. However, this algorithm
requires a diminishing step size to guarantee the convergence,
which might lead to slow convergence.

In this paper, we propose a consensus-based energy man-
agement algorithm to handle the random packet drops over
directed communication topologies. We first theoretically ana-
lyze the impact of random packet drops on the conventional
method. We conclude that it is tolerable to lose the information
about the estimation of incremental electricity cost, while the
estimation of power mismatch is critical to the feasibility of
the solution. Therefore, we propose to exchange the accumu-
lated value of the power mismatch estimation among agents,
instead of exchanging the power mismatch estimation itself. In
this way, the information loss can be compensated when the
failed communication link resumes. Our proposed method can
obtain the global optimal solution of the energy management
problem in the presence of random packet drops, over both
directed and undirected communication topologies. The effec-
tiveness of the proposed method is validated both theoretically
and numerically. Multiple scenarios are simulated to show the
effectiveness of the proposed method in a comprehensive way.
Beyond tackling the problem of random packet drops, the
proposed method converges at a faster rate, compared with
existing methods, which is illustrated through comprehensive
experiments. The contributions of this paper are threefold:

1) We build the models of the energy management in a
microgrid and the random packet drops in the commu-
nication network. Based on the models, we theoretically
analyze the convergence of the conventional method and
the optimality of the obtained solution, under the impact
of random packet drops.

2) We propose a novel consensus-based algorithm that
allows the agents to exchange the accumulated values of
their power mismatch estimation. In this way, the vul-
nerability to random packet drops is eliminated and the
feasibility of the solution is guaranteed, when solving

the microgrid energy management problem over both
directed and undirected communication topologies.

3) We develop an equivalent form of the proposed method
by augmenting the communication topology with virtual
buffering nodes. With the equivalent form, we theoreti-
cally prove that the proposed algorithm converges to the
global optimum in both mean square sense and almost
sure sense, using the matrix perturbation theory.

The remainder of this paper is organized as follows.
Section II includes the background knowledge and the the-
oretical analysis of the conventional method. Section III
introduces the design of the proposed algorithm and presents
the proofs of convergence and optimality. In Section IV, the
performance of the proposed algorithm is validated through
multiple experiments. Section V concludes the paper.

II. PRELIMINARIES AND CONVENTIONAL METHOD

In this section, we introduce the optimization model of
the energy management problem and the formulation of the
conventional consensus-based algorithm over directed commu-
nication topologies. Through an example, we show that the
conventional method is vulnerable to packet drops. We also
theoretically analyze the impact of random packet drops on
the convergence and the optimality, which paves the way to
the design of our proposed method.

A. Terms, Notations and Assumptions

Before presenting the mathematical models, we first intro-
duce some necessary terms, notations and assumptions. In
this paper, the energy management problem is modeled as the
optimal coordination of the RESs, the diesel generators and
the flexible loads, which are all termed as agents throughout
the following discussion. The set of all agents is defined as
I = IR ∪ IG ∪ IL, where IR, IG and IL are the sets of the
RESs, the diesel generators and the flexible loads, respectively.
The number of all agents is N = |IR|+|IG|+|IL|, where |IR|,
|IG| and |IL| are the cardinalities of IR, IG and IL, respec-
tively. Regarding each agent as a node in the graph, we depict
the communication topology as a directed graph G = {I, E},
where I and E are the set of nodes and edges, respectively.
In the presence of random packet drops, the directed graph
G becomes time-varying, i.e., G(k) = {I, E(k)}, where k is
the iteration index and E(k) ⊆ E . An edge (i, j) ∈ E(k)
implies that agent i successfully receives information from
agent j at iteration k. The set of in-neighbors of agent i is
defined as N+

i (k) = {j|(i, j) ∈ E(k), i �= j}, while the set
of out-neighbors of agent i is defined as N−

i (k) = {j|(j, i) ∈
E(k), i �= j}. The in-degree and out-degree of the node is
defined as the cardinalities of the in-neighbor set and the out-
neighbor set, respectively. We use a binary variable γij(k) to
indicate packet drop. We let γij(k) = 1 if agent i successfully
receives the information from agent j at iteration k, otherwise
γij(k) = 0. We use 0N and 1N to denote an N dimensional vec-
tor of all zeros/ones. Symbol 0M×N denotes an M × N matrix
with all elements equal to zero. The identity matrix of size N,
which is an N × N square matrix with ones on the main diag-
onal and zeros elsewhere, is denoted by IN. For a vector a, we
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denote its transpose by aT. Throughout this paper, we make
the following assumptions:
[A1] The directed graph G is fixed and strongly connected.

We also assume that G is a simple graph, i.e., self-loops
and multiple edges are not considered.

[A2] Each agent holds a unique identifier (ID), which is used
to label the information sent by the agent.1 Each agent
knows its out-degree |N−

i | under ideal communication
topology, where N−

i = {j|(j, i) ∈ E, i �= j}.
[A3] At every iteration, each agent packs its information in

one packet and sends the packet to its out-neighbors
only once, i.e., a packet drop results in the loss of all
information and there is no retransmission.

[A4] The occurrences of packet drops are identically dis-
tributed and independent among different communica-
tion links and different iterations. The probability that
the packet from agent j to agent i drops is denoted by pij,
i.e., Pr(γij(k) = 0) = pij. For (i, j) ∈ E , 0 ≤ pij < 1.

[A5] The packet drop is only perceived by the receiving agent.
For example, if (i, j) ∈ E while (i, j) /∈ E(k), agent i
perceives the packet drop while agent j does not.

[A6] Each agent sends identical information to all its out-
neighbors, i.e., the message is broadcasted. However,
this assumption might not hold in some circumstances,
which will be discussed later.

B. Formulation of Microgrid Energy Management Problem

Assuming that the RES generation has no cost, the energy
management problem of a microgrid can be formulated as2:

min
Pi,i∈I

∑

i∈IG

Ci(Pi) −
∑

i∈IL

Ui(Pi) (1a)

s.t.
∑

i∈IR

Pi +
∑

i∈IG

Pi −
∑

i∈IL

Pi = 0, (1b)

Pmin
i ≤ Pi ≤ Pmax

i , ∀i ∈ I, (1c)

where Pi is the power generation/consumption of agent i; Ci(·)
is the generation cost function in $; Ui(·) is the utility function
of the flexible loads that describes the satisfaction of electric-
ity consumption in $; Pmin

i and Pmax
i are the lower and upper

bounds of the power generation/consumption, respectively.
Objective (1a) is designed to maximize the social welfare of
the microgrid. Constraint (1b) ensures that the power sup-
ply and demand is balanced. Constraint (1c) ensures that the
power generation/consumption lies within the feasible range.
With the assumptions that the generation cost function is

1Each agent holds a unique ID is practical in real-world implementations.
For example, the IDs can be identical to the media access control (MAC)
address of the device, which is widely used in most communication tech-
nologies that follow IEEE 802 standards, e.g., Ethernet, Wi-Fi and Bluetooth.
Since the MAC address of a device is unique within a network segment, it
can be used as the ID of the agent.

2The power transmission loss in the microgrid is not considered in the
problem formulation (1), since it is not the main focus of this paper. The
modeling of the transmission loss in a microgrid can be found in [25] and [15].
The authors in [15] propose a convex relaxation of the microgrid energy
management problem with power transmission loss. Based on this relaxed
formulation, our proposed method can be applied to solve the energy man-
agement problem considering power transmission loss and random packet
drops simultaneously.

convex [12], [13] and the utility function is concave [26],
problem (1) is a convex optimization problem with affine con-
straints. To ensure that there exists at least one feasible solution
to problem (1). we assume that the following relationship
holds:

∑

i∈IR∪IG

Pmin
i ≤

∑

i∈IL

Pmin
i <

∑

i∈IL

Pmax
i ≤

∑

i∈IR∪IG

Pmax
i . (2)

C. Consensus Algorithm With Ideal Communication Links

The consensus-based algorithm solves problem (1) in an
iterative and interactive manner, which is introduced as fol-
lows. Since problem (1) is convex, strong duality holds. Thus,
the classical primal-dual decomposition method [27] can be
applied and the partial Lagrangian dual of the objective is:

L(P, λ) =
∑

i∈IG

Ci(Pi) −
∑

i∈IL

Ui(Pi)

+ λ

⎛

⎝
∑

i∈IL

Pi −
∑

i∈IG

Pi −
∑

i∈IR

Pi

⎞

⎠, (3)

where λ is the Lagrangian multiplier. In the context of energy
management, λ is also interpreted as the incremental cost of
electricity. We refer to the update of λ as the solving of the
master problem, which is defined as:

λ(k + 1) = λ(k) + ηζ (k), (4)

ζ (k) =
(∑

i∈IL
Pi(k) − ∑

i∈IG
Pi(k) − ∑

i∈IR
Pi(k)

)
, (5)

where the step size η is a small positive constant; ζ(k) depicts
the global power mismatch, which is also the gradient of the
Lagrangian dual with respect to λ.

Since the Lagrangian dual (3) is separable and the power
limit constraints (1c) are local constraints of individual agents,
given λ(k + 1), each agent can solve its sub-problem locally,
which is defined as:

Pi(k + 1) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

argmin
Pi

−λ(k + 1)Pi

s.t. 0 ≤ Pi ≤ Pmax
i

, ∀i ∈ IR,

argmin
Pi

Ci(Pi) − λ(k + 1)Pi

s.t. Pmin
i ≤ Pi ≤ Pmax

i

, ∀i ∈ IG,

argmin
Pi

λ(k + 1)Pi − Ui(Pi)

s.t. Pmin
i ≤ Pi ≤ Pmax

i

, ∀i ∈ IL.

(6)

By solving the master problem and the sub-problems itera-
tively, the optimal solution of problem (1) can be obtained.
However, the calculation of equations (4) and (5) requires
global information, which is inaccessible to individual agents
if problem (1) is solved in a decentralized way. Thus, two
local consensus variables, namely λi and ζi, are introduced
to denote the local estimations of the global information.
Without considering random packet drops in the communi-
cation network, the conventional consensus-based algorithm
to solve problem (1) over a directed graph is outlined as
follows [16]:
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Algorithm 1 Conventional Consensus-Based Algorithm
1) Step 1 - Initialization: In the consensus-based algorithm,
each agent maintains the following variables: the power gener-
ation/consumption Pi(k); the price estimation λi(k); the power
mismatch estimation ζi(k). Setting the iteration index k to 0,
Pi(0) can be initialized to any admissible value within
[Pmin

i , Pmax
i ], and the rest of the variables are initialized as:

λi(0) =
⎧
⎨

⎩

0, ∀i ∈ IR,

C′
i(Pi(0)), ∀i ∈ IG,

U′
i(Pi(0)), ∀i ∈ IL,

(7)

ζi(0) =
{−Pi(0), ∀i ∈ IR ∪ IG,

Pi(0), ∀i ∈ IL,
(8)

where C′
i(·) and U′

i(·) are the first-order derivatives of Ci(·)
and Ui(·), respectively.
2) Step 2 - Information Exchange: At the beginning of iteration
k, each agent sends the current value of two consensus
variables, namely λi(k) and ζi(k), to its out-neighbors.
3) Step 3 - Local Update: Based on the received λj(k)
and ζj(k), each agent performs the following updates locally:
a) Update price estimation:

λi(k + 1) = λi(k) + ∑
j∈N+

i
aij
(
λj(k) − λi(k)

) + ηζi(k), (9)

where the weight aij is defined as:

aij =
{

1∣∣N+
i

∣∣+1
, ∀j ∈ N+

i ,

0, otherwise.
(10)

b) Optimal response: Each agent optimally responds to λi(k+
1) by solving the sub-problem (6) locally.
c) Update power mismatch estimation:

ζi(k + 1) = biiζi(k) +
∑

j∈N+
i

bijζj(k) + P̂i(k), (11)

where the weight bij is defined as:

bij =
{ 1∣∣∣N−

j

∣∣∣+1
, ∀i ∈ N−

j ∪ {j},
0, otherwise,

(12)

and the change of power P̂i(k) is defined as:

P̂i(k) =
{

Pi(k) − Pi(k + 1),∀i ∈ IR ∪ IG,

Pi(k + 1) − Pi(k),∀i ∈ IL.
(13)

4) Step 4 - Termination Check: After local updating of the
variables, each agent checks the following terminating criteria:

{ ‖λi(k + 1) − λi(k)‖ ≤ ελ,

‖ζi(k + 1) − ζi(k)‖ ≤ εζ ,
(14)

where ελ and εζ are thresholds for λi and ζi, respectively. If the
conditions in (14) are satisfied simultaneously, agent i reaches
a stationary point and recognizes it as the optimal solution;
otherwise, set k = k + 1 and return to Step 2.

In the following discussion, we refer to the conventional
consensus-based algorithm, namely equations (6) - (14), as
Algorithm 1.

TABLE I
PARAMETERS OF AGENTS IN THE MICROGRID

D. Impact of Random Packet Drops on Algorithm 1

We first discuss the convergence of Algorithm 1 in the
presence of random packet drops. The first two terms of
equation (9) calculate the weighted average of the local esti-
mation and the received information. According to the def-
inition of aij, for agents j ∈ N+

i , the weights aij are equal
and sum up to 1, thus the variables λi, i ∈ I, will gradually
converge to a consensus value. Considering random packet
drops, the weights aij can be calculated on an iteration-by-
iteration basis, based on the in-degree observed by agent i at
every iteration. In this way, the weights aij(k) remain equal
and sum up to 1, i.e., the first two terms are always guiding
the variables λi, i ∈ I to approach the same value.

The last term of equation (9) is an innovation term, where
ζi(k) can be interpreted as the global net demand estimated
by agent i at iteration k. We explain the rationale behind
this heuristic term with microeconomics. If there is a net
demand, agent i expects the cost of electricity to increase,
since more incentives are needed to encourage more genera-
tion, and vice versa. According to the sub-problems (6), as
the price estimation increases, the power generation of an
agent will monotonically increase before its upper bound is
reached, while the power consumption of an agent will mono-
tonically decrease until the lower bound is reached. According
to equation (13), P̂i(k) will be negative, leading power mis-
match estimation ζi to approach zero when it is updated with
equation (11).

Therefore, with random packet drops, Algorithm 1 iterates
to a stationary point where the price estimations reach a con-
sensus value and the power mismatch estimations reach zero,
i.e., λi = λ̂, ζi = 0,∀i ∈ I. Since the terminating criteria (14)
are satisfied, Algorithm 1 is regarded as converged. However,
the algorithm converges to a non-optimal, or even infeasible
solution of the energy management problem (1).

With a motivating example, we demonstrate that Algorithm
1 converges to the global optimum of problem (1) with
ideal communication, while it fails when there exist random
packet drops. The parameters of the microgrid, termed as
MG1, are outlined in Table I. Without losing generality, we
adopt quadratic generation cost functions and utility func-
tions, where q and l are the coefficients of the quadratic
term and the linear term, respectively. The last column of
Table I, P∗, presents the optimal solution obtained in a cen-
tralized way using GUROBI [28]. The directed communication
topology G1 is adopted, as shown in Fig. 2a. We set the prob-
abilities of packet drops of all communication links to 5%,
i.e., pij = 0.05, ∀(i, j) ∈ E . To describe the gap between
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Fig. 2. The communication topology G1 used in the motivating example and
the results of Algorithm 1 in different scenarios. With ideal communication,
Algorithm 1 converges to the optimum while there exist an optimality gap in
the presence of random packet drops.

the obtained solution and the global optimum, we define the
residual as the Euclidean distance to the optimum:

r(k) =
√∑

i∈I
(Pi(k) − Pi

∗)2. (15)

The results of Algorithm 1 with both ideal and non-ideal com-
munication links are shown in Fig. 2b. Without packet drops,
Algorithm 1 successfully converges to the global optimum.
However, in the presence of packet drops, although the algo-
rithm still converges, the obtained solution is non-optimal, or
even infeasible, as we can observe an optimality gap. Recall
that assumption [A3] implies that when a packet drop occurs
on link (i, j) at iteration k, both the information about λj(k)
and ζj(k) are lost. However, the impacts of the loss of λj(k)
and ζj(k) on the feasibility and optimality of the solution are
different, which are discussed in the following paragraphs.

As previously discussed, by calculating aij on an iteration-
by-iteration basis, the weights aij(k) remain equal and sum up
to 1. Thus, the first two terms of equation (9) always guide the
variables λi, i ∈ I to approach the consensus value, and the
lost of λj(k) has trivial impact. In the previous discussions,
we also show λi is heuristically tuned by the estimation of
global power mismatch, ζi. Thus, it is important for agent i
to correctly estimate the global power mismatch. However,
the lost of ζj(k) could result in agent i having an inaccurate
estimation of the global power mismatch.

Due to the lack of global information, ζi(k) can only track
the global power mismatch in a collective way, i.e.,

∑

i∈I
ζi(k) = ζ (k). (16)

To prove this, we sum up both sides of equation (11) and get
∑

i∈I
ζi(k + 1) =

∑

i∈I
ζi(k) + ζ (k + 1) − ζ (k), (17)

which holds for every k given that matrix B = [bij] is
column-stochastic, according to definition (12). According to
equations (5) and (8), equation (16) also holds for k = 0. Thus,
based on equation (17), we conclude that equation (16) holds
for every k. As previously discussed, whether λi increases
or decreases, according to equation (6), the reaction of agent

i leads its power mismatch estimation to approach zero.
Therefore, we conclude that ζi(k) → 0,∀i ∈ I as k → ∞. As
ζi(k) → 0, equation (16) implies that ζ(k) → 0 as k → ∞,
i.e., the equality constraint (1b) is satisfied. Thus, one of the
necessary conditions for the feasibility of the solution is that
equation (16) holds.

However, since the weights bij are set by the sending
agents, as suggested in assumption [A5], the weight matrix
B might not be column-stochastic in the presence of ran-
dom packet drops. Therefore, equation (16) might not hold,
implying that the obtained solution might not satisfy the equal-
ity constraint (1b). Thereby, we can conclude that although
both the information about λj(k) and ζj(k) are lost, only ζj(k)
needs to be recovered. In the next section, we propose an
algorithm that can recover the lost information about ζj(k)
when the failed communication link resumes, and show that
the convergence to the global optimum is guaranteed.

III. PROPOSED CONSENSUS-BASED ENERGY

MANAGEMENT ALGORITHM

Based on the previous discussion, we find that the estima-
tions of global power mismatch, i.e., ζi,∀i ∈ I, are critical
to the feasibility of the solution. In this section, we pro-
pose a method that allows the receiving agents to recover
the lost information with auxiliary variables. Before numer-
ical demonstration of the effectiveness, we theoretically prove
that the proposed algorithm converges to the optimal solution
of problem (1) in the presence of random packet drops.

A. Design of the Proposed Algorithm

Since the packet drops are inevitable, our proposed method
recovers and adds the lost information when the packet is suc-
cessfully delivered again. Taking communication link (i, j) as
an example, this can be achieved by introducing two auxiliary
variables κj and κij. Variable κj is maintained by the sending
agent j, which is defined as the accumulated value of bijζj that
agent j sends from the first iteration:

κj(k) =
k∑

m=0

bijζj(m). (18)

Variable κij is maintained by the receiving agent i, which is
defined as the last κj received from agent j:

κij(k + 1) =
{

κj(k), γij(k) = 1,

κij(k), otherwise.
(19)

At every iteration, agent j sends κj to agent i, instead of bijζj.
The rationale behind this is explained as follows. Assuming
that the communication at iteration k −1 is successful, agent i
will let κij(k) = κj(k − 1). If agent i receives κj(k) from agent
j at iteration k, agent i will have bijζj(k) = κj(k) − κij(k).
Thereby, agent i can use κj(k) − κij(k) to replace bijζj(k)
in equation (11). Then, agent i updates κij(k + 1) = κj(k),
according to equation (21). If from iteration k, the information
packets from agent j drop for a ≥ 1 iterations, i.e., for
m = k, k + 1, . . . , k + a − 1, agent i does not receive κj(m),
κij(m) remains unchanged until iteration k + a. At iteration
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k + a, when the information packet from agent j is success-
fully delivered, agent i receives κj(k + a). By calculating the
difference between κj(k + a) and κij(k + a − 1) = κj(k − 1),
agent i recovers

∑a
m=0 bijζj(k + m), which is the sum of the

information from agent j that agent i is supposed to use
to update ζi from iteration k to iteration k + a. Thus, by
using κj(k) − κij(k) to replace bijζj(k) in equation (11), agent
i avoids the lost of information from agent j.

According to Assumption [A6], each agent i sends identical
information to its out-neighbors j ∈ N−

i . Therefore, with |N+
i |

in-neighbors, it should maintain |N+
i | + 1 auxiliary variables,

which are:

κi(k) =
k∑

m=0

1∣∣N−
i

∣∣ + 1
ζi(m), (20)

κij(k + 1) =
{

κj(k), γij(k) = 1,

κij(k), otherwise.
,∀j ∈ N+

i . (21)

The steps of the proposed algorithm are outlined as follows:
1) Step 1 - Initialization: In addition to equations (7)

and (8), agent i initializes a group of auxiliary variables as:

κi(0) = 1∣∣N−
i

∣∣ + 1
ζi(0), (22)

κij(0) = 0,∀j ∈ N+
i . (23)

2) Step 2 - Information Exchange: At the beginning of
iteration k, each agent sends the current value of two vari-
ables to its out-neighbors, namely λi(k) and κi(k). As assumed
in [A4], each agent i generates a binary variable γij(k) for
every agent j ∈ N+

i (k), which indicate packet drops.
3) Step 3 - Local Update: Based on the received λj(k) and

κj(k), each agent performs the following updates locally:
a) Update price estimation:

λi(k + 1) = λi(k) +
∑

j∈N+
i (k)

aij(k)
(
λj(k) − λi(k)

)

+ ηζi(k), (24)

where the weight aij(k) is calculated as:

aij(k) =
{

1∣∣N+
i (k)

∣∣+1
, ∀j ∈ N+

i (k),

0, otherwise.
(25)

b) Optimal response: Each agent optimally responds to
λi(k + 1) by solving the sub-problem (6) locally.

c) Update power mismatch estimation: Each agent exe-
cutes the following equation instead of equation (11):

ζi(k + 1) = 1∣∣N−
i

∣∣ + 1
ζi(k) +

∑

j∈N+
i (k)

(
κj(k) − κij(k)

)

+ P̂i(k). (26)

d) Update auxiliary variables: For an agent i ∈ I, it
updates the auxiliary variables κi(k+1) and κij(k+1),∀j ∈ N+

i
based on equations (20) and (21).

Fig. 3. The non-ideal communication link is augmented by a virtual buffering
node, which is shown in blue. The virtual node buffers the lost information
when packet drop occurs and release it to the receiving agent when the
communication link resumes.

4) Step 4 - Termination Check: After the local update of
the variables, each agent checks the terminating criteria (14).
If the terminating criteria are not satisfied simultaneously, set
k = k + 1 and return to Step 2.

Remark 1: We formulate the proposed algorithm following
assumption [A6], i.e., agent i sends identical messages to all its
out-neighbors. Thus, agent i only needs to maintain one auxil-
iary variables κi to track the accumulated value of bjiζi it sends,
for all j ∈ N−

i . However, assumption [A6] might not hold, i.e.,
agent i can send information to its out-neighbors with different
weights. In this scenario, agent i needs to maintain a group of
auxiliary variables, κji, each for a chosen weight, to track the
information it sends. In the following discussion, we use bij

to denote the weights of ζj, without emphasizing the setting
of weights.

Remark 2: Without packet drops, i.e., γij(k) ≡ 1,∀(i, j) ∈ E ,
our proposed algorithm reduces to Algorithm 1. This can be
concluded from the observation that given γij(k) ≡ 1, there
hold κj(k) − κij(k) ≡ bijζj(k) and κij(k + 1) ≡ κj(k). Thus, our
proposed algorithm can be regarded as a robustified extension
of Algorithm 1 that can handle random packet drops.

Remark 3: The increase of system-overheads due to intro-
ducing auxiliary variables is insignificant. We analyze the
system-overheads from the perspectives of communication
burden and computational burden. Since the number of vari-
ables to be exchanged along a communication link remains
the same and the proposed method does not require a retrans-
mission, the communication burden is not increased. The
computational burden is increased due to the introduction of
auxiliary variables. The number of auxiliary variables main-
tained by agent i is limited by the number of its communication
neighbors. The additional operations, namely equations (18)
and (19), only involve linear combination, which can be easily
handled by modern microprocessors. Furthermore, although
the values of κi and κij grow as the algorithm iterates, they are
upper-bounded, since the values of ζi, i ∈ I converges to zero.
Thus, the increase of computational burden is insignificant.

B. Theoretical Proofs of Convergence and Optimality

The accumulating feature of the auxiliary variables makes
it difficult to study the convergence of the proposed algorithm
directly. Thus, we develop an equivalent form of the proposed
method, based on which the convergence of the algorithm and
the optimality of the solution are theoretically proved.

Let us take link (i, j) as an example. The proposed method
is equivalent to adding a virtual buffering node to link (i, j),
which is denoted in blue in Fig 3. The virtual buffering node

Authorized licensed use limited to: Universidade de Macau. Downloaded on August 25,2023 at 09:01:02 UTC from IEEE Xplore.  Restrictions apply. 



3606 IEEE TRANSACTIONS ON SMART GRID, VOL. 14, NO. 5, SEPTEMBER 2023

stores the lost information when the packet from agent j drops,
and releases the buffered information to agent i when link (i, j)
works again. Denoting the buffered information by ξij, given
ξij(0) = 0, equations (20), (21) and (26) can be equivalently
written as:

ζi(k + 1) =
⎛

⎜⎝1 −
∑

h∈N−
i

bhi

⎞

⎟⎠ζi(k) + P̂i(k)

+
∑

j∈N+
i (k)

γij(k)
(
bijζj(k) + ξij(k)

)
, (27)

ξij(k + 1) = (
1 − γij(k)

)(
ξij(k) + bijζj(k)

)
. (28)

Remark 4: To keep the mathematical formulation simple
and clear, we include a variable ξij for any two nodes i, j ∈ I.
If (i, j) /∈ E , by letting γij(k) ≡ 0 and bij ≡ 0, ξij always equals
to 0 and has no impact on the other variables.

Since the convergence of a linear homogeneous system can
be easily analyzed by studying its eigenvalues, we first derive
the linear homogenous form of equations (24), (27) and (28).

Theorem 1: With a small enough step size η, equa-
tions (24), (27) and (28) can be reformulated into the following
linear homogeneous system:
⎡

⎣
λ(k + 1)

ζ (k + 1)

ξ(k + 1)

⎤

⎦ = W(η, k)

⎡

⎣
λ(k)
ζ (k)
ξ(k)

⎤

⎦, (29)

W(η, k) =
⎡

⎣
A(k) ηIN 0N2×N

K(k)(A(k) − IN) W̃1(η, k) W̃2(k)
0N×N2 W̃3(k) W̃4(k)

⎤

⎦,

(30)

where λ(k), ζ (k) and ξ(k) are column vectors consisting of
λi(k), ζi(k) and ξij(k),∀i, j ∈ I, respectively; A = [aij] is a
weight matrix; IN is an N × N identity matrix; 0M×N is an
M × N zero matrix; the definitions of K(k), W̃1(k), W̃2(k),
W̃3(k) and W̃4(k) are provided in Appendix A.

Proof: Please see Appendix A.
Before studying the convergence of the linear homogeneous

system (29), we first intuitively identify its stationary point.
From equation (24) we infer that at the stationary point, for
every i ∈ I, there hold λi = λ∗ and ζi = 0. According to (28),
we infer that ξij = 0,∀i, j ∈ I given that ζi = 0,∀i ∈ I.
Thus, λ(k), ζ (k) and ξ(k) converge to λ∗1N, 0N and 0N2 ,
respectively. In the presence of random packet drops, the com-
munication topology varies across iterations. Thus, we study
the convergence of the linear homogeneous system (29) with
two probabilistic descriptions, which are defined as:

Definition 1 (Convergence in Mean Square Sense [29]):
System (29) converges in mean square sense if given k → ∞,
there hold E[‖λ(k)−λ∗1N‖2

2] → 0, E[‖ζ (k)−0N‖2
2] → 0 and

E[‖ξ(k) − 0N2‖2
2] → 0.

Definition 2 (Convergence in Almost Sure Sense [29]):
System (29) converges in almost sure sense if given k → ∞,
[λ(k); ζ (k); ξ(k)] → [λ∗1N; 0N; 0N2 ] with probability 1.

Remark 5: Definition 1 requires that the expectation of the
mean square error between the stationary point and the point
that system (29) converges to is zero. Definition 2 depicts

that system (29) will eventually approach the stationary point,
although the communication topology is time-varying.

The convergence of the proposed algorithm and the opti-
mality of the solution are given by the following theorems.

Theorem 2: Given a small enough step size η, system (29)
converges in both mean square sense and almost sure sense.

Proof: Please see Appendix B.
Theorem 3: If problem (1) has at least one feasible solution,

the proposed algorithm obtains the global optimal solution of
problem (1) as it converges.

Proof: Please see Appendix C.
Theorem 2 and Theorem 3 imply that in the presence of ran-

dom packet drops, given long enough iterations, the proposed
algorithm always converges to the optimum of problem (1).

IV. CASE STUDY

In this section, the effectiveness of the proposed method
is tested with multiple experiments. We first validate that the
proposed method can tackle the problem of random packet
drops. We further compare the performance of the proposed
method with the existing methods in the literature. The impacts
of changing the structure of the communication topology and
increasing the size of the system are also investigated. The
involved methods are listed as follows:
[B0] The method proposed in this paper to handle random

packet drops over directed communication topologies.
[B1] The conventional consensus-based algorithm, which is

presented in [16] and is vulnerable to random packet
drops.

[B2] The corrective-based algorithm proposed in [22], which
requires the communication topology to be undirected.

[B3] The ratio-consensus-based algorithm with running sums
proposed in [24], which works on directed communica-
tion topologies.

Without losing generality, we assume that the probability of
packet drop is a constant, i.e., pij = Pdrop. In each case, with a
given Pdrop, a sequence of communication topologies, {G(k)},
is generated and adopted by all the algorithms.

A. Case 1: Effectiveness of the Proposed Method in
Handling Random Packet Drops

In case 1, we verify the effectiveness of the proposed
method in different scenarios of random packet drops. We first
test [B0] with the same microgrid MG1 and communication
topology G1, as shown in Table I and Fig. 2a, respectively.
The probability of packet drop is assumed to be 5%, i.e.,
Pdrop = 0.05. The results of [B0] and [B1] are shown in
Fig. 4a. When Pdrop = 0, both [B0] and [B1] converge to the
global optimum, as shown by the solid black line and the dot-
ted orange line. The traces of residual are the same, since our
proposed method [B0] reduces to [B1] when there is no packet
drop. With random packet drops, [B1] fails to converge to the
optimal solution, as there exists an optimality gap between the
dash-dotted red line and zero. Our proposed method success-
fully handles the random packet drops and converges to the
global optimum, as shown by the dashed blue line. Since only
the converged state of the algorithm is adopted and applied to
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Fig. 4. The performance of the proposed method [B0] is compared with
the conventional method [B1] with different Pdrop. When Pdrop = 0, the
performances of [B0] and [B1] are the same. When random packet drops
exist, [B0] can still obtain the optimum, while[B1] cannot. Our proposed
method [B0] is effective with different Pdrop and in different microgrids.

the microgrid, the oscillation of the trajectories does not pose
threats to the system. It is also observed that with a 5% prob-
ability of packet drop, the proposed algorithm [B0] converges
at a similar rate as in the ideal scenario.

The presence of random packet drop might affect the con-
vergence rate of the consensus-based algorithm. Thus, we test
the proposed method [B0] under different Pdrop. The results are
presented in Fig. 4b. In general, as Pdrop increases, the number
of iterations needed for [B0] to converge also increases, while
the convergence to the global optimum is always guaranteed.
Thus, we conclude that our proposed method is effective under
different packet drop probabilities. In the following experi-
ments, the random packet drop probability is set to 0.1, if not
specified.

To further show the effectiveness of the proposed
method [B0], we simulate two extreme scenarios:

1) Scenario 1: The information packets drop continu-
ously on one communication link. To simulate this,
beyond random packet drops, we manually block the
information packet from agent 2 to agent 7 for 10 suc-
cessive iterations, starting from the 50th iteration.

2) Scenario 2: The communication topology is not strongly
connected at some iterations due to packet drop. To
simulate this, beyond random packet drops, we man-
ually block the information packet from agent 7 to
agent 6 for 10 successive iterations, starting from the
50th iteration.

TABLE II
PARAMETERS OF AGENTS IN MG2

TABLE III
PARAMETERS OF AGENTS IN MG3

The results are presented in Fig. 4c. From the 50th iteration,
the convergence of [B0] is slightly slowed down, as the tra-
jectories are flattened in the light red zone in Fig. 4c. This
is because the connectivity of the communication topology is
weakened when we manually block one communication link.
After the 60th iteration, the trajectories become steeper as
the blocked communication links resume. In both scenarios,
[B0] converges to the global optimum solution, indicating its
effectiveness in extreme scenarios.

Considering that RES is taking an increasing share of the
generation in microgrids, we introduce a microgrid MG2,
whose power generation is dominated by the RESs, to test the
performance of the proposed method [B0]. The parameters of
MG2 are listed in Table II and the results are shown in Fig. 4d.
With more RES in the microgrid, [B0] still converges to the
global optimum, which indicates that our proposed method can
be applied to microgrids with different generation portfolios.

B. Case 2: Performance Comparison With Existing Methods

In Case 2, we compare the proposed method [B0] with
two benchmarks, [B2] and [B3]. Since [B2] and [B3] are not
designed for the cases with flexible loads, we adopt a new
microgrid MG3 with only diesel generators and list the param-
eters in Table III. Following the assumptions made in [22]
and [24], we assign a virtual load Di to each agent and modify
the initialization of ζi to:

ζi(0) =
{−Pi(0) + Di, ∀i ∈ IG,

Pi(0) + Di, ∀i ∈ IL.
(31)

Since [B2] can only be applied over undirected communica-
tion topologies, besides the directed graph G1 in Fig. 2a, we
introduce an undirected graph G2, which is shown in Fig. 5a.
The performance of [B0], [B2] and [B3] are tested on both
G1 and G2, with Pdrop = 0.1. The results are presented in
Fig. 5b. Over the undirected communication topology G2, all
the algorithms can obtain the optimal solution in the presence
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Fig. 5. The undirected communication topology G2 used in Case 2 and
the performance of the three algorithms, which are all able to handle ran-
dom packet drops. The proposed algorithm [B0] achieves faster convergence
to the global optimum than the other benchmarks over both undirected or
directed communication topology. Given the same convergence criterion and
100 randomly generated initial states, [B0] takes fewer iterations to converge,
compared to the other benchmarks.

of random packet drops. However, only [B0] and [B3] can con-
verge to the global optimum over a directed communication
topology G1.

In Fig. 5b, our proposed algorithm [B0] converges at a
faster rate than [B2] and [B3] over both the undirected and
directed communication topologies. To further test the conver-
gence performance of [B0], [B2] and [B3], we further compare
the number of iterations needed for each method to converge,
with given initial states. The following terminating criterion is
used:

∣∣∣∣∣
∑

i∈I
Pi(k) −

∑

i∈I
Di

∣∣∣∣∣ ≤ εP, (32)

where εP is the terminating threshold.
Based on the parameters of MG3, we randomly generate 100

initial states, from which [B0], [B2] and [B3] start to iterate.
The results are presented through box plots in Fig. 5c. Over
both G1 and G2, our proposed method always converges within
50 iterations, with an average of 31.84 iterations and 30.97
iterations, respectively. With the same initial states, [B2] takes
an average of 52.35 iterations to converge over the undirected
communication topology G2. Over G1 and G2, the average
numbers of iterations needed by [B3] to converge are 72.59
iterations and 81.28 iterations, respectively. Compared with

Fig. 6. The undirected communication topologies used to investigate the
impact of changing the structure of the communication topology and the
performance of [B0], [B2] and [B3] over these topologies. The changing
of communication topology structure does not affect the convergence of the
proposed method, and the proposed method takes fewer iterations to converge,
compared to the existing methods. In general, the number of iterations needed
decreases, as the number of communication links in the communication
topology increases.

[B2] and [B3], our proposed method [B0] takes fewer itera-
tions to converge, implying a greater potential for real-world
implementations.

C. Case 3: Impact of the Communication Topology

The structure of the communication topology will have an
impact on the number of iterations needed for the consensus-
based algorithm to converge. To study the impact of commu-
nication topology change, we introduce three new topologies
G3, G4 and G5, which are adapted from G2. As shown in
Fig. 6a, Fig. 6c and Fig. 6e, the difference between the three
communication topologies and G2 are outlined as follows:

Authorized licensed use limited to: Universidade de Macau. Downloaded on August 25,2023 at 09:01:02 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: CONSENSUS-BASED ENERGY MANAGEMENT OF MICROGRID 3609

TABLE IV
PARAMETERS OF AGENTS IN MG4

1) G3: The number of communication links are the same
as G2, while the agents that communicate with agent 7
are different.

2) G4: The communication link between agent 2 and agent
7 is removed, compared to G2.

3) G5: One communication link is added between agent 6
and agent 7, compared to G2.

We test [B0], [B2] and [B3] over G3, G4 and G5 with the
same 100 initial states used over G2. The results are presented
in Fig. 6b, Fig. 6d and Fig. 6f. All three methods can converge
to the global optimum over these communication topologies,
under the impact of random packet drop. Similar to the case
over G2, compared to [B2] and [B3], our proposed method
[B0] takes fewer iterations to converge over G3, G4 and G5.
In general, the convergence of the proposed method is not
affected when the structure of the communication topology
is changed. With the same number of communication links,
the number of iteration that [B0] takes over G3 falls in a
similar range as over G2. However, with less communication
links, [B0] takes more iterations to converge over G4 than
over G2. In contrast, the number of iterations needed over G5
is the least, since G5 has more communication links than other
communication topologies.

D. Case 4: Performance Comparison in a Larger Microgrid

To demonstrate that our proposed method [B0] still outper-
forms the benchmarks as the size of the microgrid increases,
we introduce a microgrid system with 15 agents, termed
as MG4, whose parameters are shown in Table IV. The com-
munication topology, termed as G6, is shown in Fig. 7a.
Similarly, we randomly generate 100 initial points for MG4
and test the performance of [B0], [B2] and [B3]. The results
are presented in Fig. 7b. As the size of the microgrid increases,
all three methods need more iterations to converge to the
global optimum. In MG4, our proposed method always con-
verges within 88 iterations, with an average of 65.39 iterations.
However, [B2] and [B3] take an average of 101.65 iterations
and 96.76 iterations to converge, respectively. Thus, [B0] out-
performs [B2] and [B3] in MG4. According to [30], we can

Fig. 7. The communication topology G6 with 15 agents and the performance
of [B0], [B2] and [B3] over G6. With 100 randomly generated initial states,
the number of iterations needed for [B0] to converge to the global optimum
is fewer than [B2] and [B3], implying that our proposed method outperforms
the benchmarks in a larger system.

assume that at each iteration, the information exchange and
the local computation both take 1 second. Therefrom, a max-
imum of 88 iterations to converge implies that the optimal
solution is obtained by the proposed method within 3 min-
utes. Thus, our proposed method is capable to be applied in
real implementations.

V. CONCLUSION

To promote the local accommodation of RES generation,
we study the energy management problem of a microgrid and
its decentralized solving with the consensus-based algorithm.
Although the conventional consensus algorithm converges to
the global optimum with ideal communication, it might con-
verge to an infeasible solution when random packet drops
exist. Motivated by this observation, we analyze the impact
of random packet drops resulting from non-ideal communica-
tion links and identify the critical information that needs to
be recovered. Then, we propose a novel algorithm with auxil-
iary variables to compensate for the information loss brought
by random packet drops. The convergence of the proposed
algorithm and the optimality of the obtained solution are
theoretically proved, by augmenting the original communica-
tion topology with virtual buffering nodes. Through multiple
numerical experiments, we validate that the proposed method
can obtain the global optimal solution in the presence of ran-
dom packet drops. We also demonstrate that the proposed
algorithm converges at a faster rate than the benchmarks.
The impact of the structure of the communication topology
and the scale of the microgrid system is also investigated,
which shows the great potential of the proposed method for
real-world implementations.

APPENDIX A
PROOF OF THEOREM 1

Firstly, we reformulate P̂i(k) as a function of λi(k + 1) and
λi(k) with the following lemma.
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Lemma 1: Given that the step size η is small enough, the
local optimal response to λi(k + 1), namely equation (6), can
be linearized around the given point Pi(k) [21].

The first order optimality conditions for i ∈ IG in (6) are:

λi(k) = C′
i(Pi(k)). (33)

Lemma 1 implies that by lifting the power limit constraint (1c)
and taking the first order Taylor expansion around a given
point Pi(k), we can get:

λi(k) + 	λi(k) = C′
i(Pi(k)) + C′′

i (Pi(k))	Pi(k) + R1, (34)

where R1 is the remainder.
Assuming that Ci(·) is three times differentiable at point

Pi(k), the remainder can be expressed as:

R1 = C′′′
i

(
P̃i
)

2
	P2

i (k), (35)

where C′′′
i (·) is the third order derivative of the generation cost

function; P̃i is some value between Pi(k) and Pi(k) + 	Pi(k).
For the quadratic generation cost functions that are widely

used (e.g., in [12]), C′′′
i (P̃i) = 0 always holds, implying that

R1 = 0. Thus, the following equations hold:

λi(k) + 	λi(k) = C′
i(Pi(k)) + C′′

i (Pi(k))	Pi(k)

⇒ 	Pi(k) = [
C′′

i (Pi(k))
]−1

	λi(k). (36)

If third order derivatives of the quadratic cost functions
and utility functions are non-zero, equation (36) becomes an
approximation. There exists an upper bound M such that:

∣∣C′′′
i

(
P̃i
)∣∣ ≤ M, (37)

where M is a positive value. Thus, the upper bound of the
remainder can be written as:

|R1| ≤ M

2
	P2

i (k). (38)

To ensure the accuracy of the approximation, a small enough
step size η could be selected to ensure that 	P2

i (k) = [Pi(k +
1) − Pi(k)]2 is small enough, such that the absolute value of
the remainder |R1| is within the acceptable range.

Considering the power limits, for i ∈ IG, the change of
power at iteration k can be expressed as:

P̂i(k) = Pi(k) − Pi(k + 1) = Ki(k)(λi(k + 1) − λi(k)),

− [
C′′

i (Pi(k))
]−1

< Ki(k) < 0, (39)

where Ki(k) is the coefficient that relates P̂i(k) to λi(k + 1) −
λi(k).

Similarly, for i ∈ IL, we can express the change of power
at iteration k as:

P̂i(k) = Pi(k + 1) − Pi(k) = Ki(k)(λi(k + 1) − λi(k)),[
U′′

i (Pi(k))
]−1

< Ki(k) < 0. (40)

Assuming Ki(k) = 0,∀i ∈ IR, we can conclude that:

P̂i(k) = Ki(k)(λi(k + 1) − λi(k)),∀i ∈ I. (41)

With equation (41), we define a diagonal matrix K(k) =
diag{Ki(k)} and reformulate the update rules (24), (27)

and (28) into the linear homogeneous system (29). The
matrices W̃1(k), W̃2(k), W̃3(k) and W̃4(k) are defined as:

W̃1(η, k) = ηK(k) + Γ (k) ◦ B, (42)

where Γ (k) = [γij(k)] is a matrix indicating the packet drops
at iteration k; ◦ denotes the Hadamard product of two matrices;

W̃2(k) =

⎡

⎢⎢⎢⎣

γ 1(k) 01×N · · · 01×N
01×N γ 2(k) · · · 01×N

...
...

. . .
...

01×N 01×N · · · γ N(k)

⎤

⎥⎥⎥⎦, (43)

where γ i(k) denotes the ith row of Γ (k);

W̃3(k) =
⎡

⎢⎣
diag

{(
1 − γ 1(k)

) � b1
}

...

diag
{(

1 − γ N(k)
) � bN

}

⎤

⎥⎦, (44)

where diag{(1 −γ i(k))� bi} denotes a N × N diagonal matrix
with elements of (1 − γ i(k)) � bi as its diagonal entries; �
denotes the component-wise multiplication of two vectors; bi

is the ith row of B;

W̃4(k) =
⎡

⎢⎣
1 − γ11(k) · · · 0

...
. . .

...

0 · · · 1 − γNN(k)

⎤

⎥⎦, (45)

where the diagonal entries are 1 − γij(k), i, j = 1, . . . , N.

APPENDIX B
PROOF OF THEOREM 2

We prove the convergence of the proposed algorithm with
the matrix perturbation theory. Given that η is small enough,
we regard W(η, k) as W(0, k) perturbed by η	, i.e.,

W(η, k) = W(0, k) + η	, (46)

where 	(k) is defined as:

	(k) =
⎡

⎣
0N×N IN 0N×N2

0N×N K(k) 0N×N2

0N2×N 0N2×N 0N2×N2

⎤

⎦. (47)

To study the eigenvalues of W(η, k), we first study the
eigenvalues of W(0, k) and then calculate the eigenvalue
derivatives with respect to η. The matrix W(0, k) is a lower
triangular block matrix whose diagonal blocks are A(k) and
W̃(0, k) = [W̃1(0, k), W̃2(k); W̃3(k), W̃4(k)].

According to definition (10), the elements of A(k) are
non-negative and the sum of each row of A(k) equals to 1.
Thus, A(k) is a row-stochastic matrix for every iteration k.
According to definitions (42) and (44), for the first N columns
of W̃(0, k), the components of the jth column are non-negative
and sum up to

∑N
i=1 γijbij + ∑N

i=1 (1 − γij)bij = ∑N
i=1 bij.

Since definition (12) implies that
∑N

i=1 bij = 1, the col-
umn sums of the first N columns of W̃(0, k) equal to 1.
According to definitions (43) and (45), for the rest of the
columns of W̃(0, k), there are two non-zero components γij

and (1 − γij), which are positive and sum up to 1. Thus,
the elements of W̃(0, k) are non-negative and the sum of
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each column of W̃(0, k) equals to 1, implying that W̃(0, k)
is column-stochastic for every iteration k.

As row-stochastic or column-stochastic matrices, both A(k)
and W̃(0, k) have one eigenvalue with modulus 1 and the rest
of the eigenvalues lying in the open unit disk. Since the eigen-
values of a lower triangular block matrix are the eigenvalues
of the diagonal blocks, W(0, k) has two eigenvalues with mod-
ulus 1 and the rest of the eigenvalues lying in the open unit
disk, i.e.,

1 = |σ1| = |σ2| > |σ3| · · · ≥ |σ2N+N2 |. (48)

We denote the right and left eigenvectors corresponding to
eigenvalue σi as νi and μi, which satisfy:

{
μT

i W(0, k) = σiμ
T
i , W(0, k)νi = σiνi

μT
i νi = 1,μT

i νj = 0
. (49)

For |σ1| = |σ2| = 1, the corresponding right and left
eigenvectors that satisfy equation (49) are:

μ1 =
[−K(k)1N

1N+N2

]
,μ2 =

[
1

1T
Nx1

x1

0N+N2

]
, (50)

ν1 =
[

0N
1

1T
N+N2 y1

y1

]
, ν2 =

⎡

⎣
1N

K̂(k)
1T

N+N2 y1
y1

⎤

⎦, (51)

where 1N is an N dimensional column vector of ones; 0N
is an N-dimensional column vector of zeros; aT denotes the
transpose of a; x1 is the left eigenvector of A(k) correspond-
ing to eigenvalue 1; y1 is the right eigenvector of W̃(0, k)
corresponding to eigenvalue 1; K̂(k) is the sum of all Ki(k).

According to [31], given η = 0, the eigenvalue derivatives
with respect to η are:

∂σi

∂η
= μT

i
dW(η, k)

dη

∣∣∣∣
η=0

νi = μT
i 	(k)νi. (52)

Thus, the derivatives of |σ1| = |σ2| = 1 are:

∂σ1

∂η
=
[

1
1T

Nx1
xT

1 1T
N2

]
	(k)

[
0N
1

1T
Ny1

y1

]
= 0, (53)

∂σ2

∂η
=
[
−1T

NK(k) 0T
N+N2

]
	(k)

⎡

⎣
1N

K̂(k)
1T

N+N2 y1
y1

⎤

⎦

= K̂(k)

1T
N+N2 x̂1 · 1T

N+N2 y1
x̂T

1 y1, (54)

where x̂1 is an N + N2 dimensional vector with x1 as the
first N elements. Since y1 is the right eigenvector of W̃(0, k)
corresponding to eigenvalue 1, the components of y1 are non-
negative. Thus, 1T

N+N2 x̂1 · 1T
N+N2 y1 and x̂T

1 y1 are positive real

scalars. According to equations (39), (40) and (41), K̂(k) < 0
holds for every iteration k. Thus, from equation (54), ∂σ2

∂η
< 0.

Thereby, there exists a small positive constant ε1 > 0 such
that |σ2| < |σ1| = 1 if η < ε1. Since the eigenvalues are
continuous functions of η, there exists another small positive
constant ε2 > 0 such that the rest of the eigenvalues remain
in the open unit disk if η < ε2. Thus, letting η < min(ε1, ε2),

W(η, k) has only one eigenvalue with modulus 1 and the others
lie in the open unit disk, i.e.,

1 = |σ1| > |σ2| · · · ≥ |σ2N+N2 |. (55)

In the following discussion, we assume that η < min(ε1, ε2)

and omit η.3

According to (24), (27) and (28), at a stationary point, λi, ζi

and ξij should converge to λ∗, 0 and 0, respectively. Inspired
by [21], we define the consensus error as:

e(k) = [
λ(k); ζ (k); ξ(k)

] − [
λ∗1N; 0N; 0N2

]
. (56)

Based on the row-stochastic nature of A(k), we have:

e(k + 1) =
⎡

⎣
λ(k + 1)

ζ (k + 1)

ξ(k + 1)

⎤

⎦ −
⎡

⎣
λ∗1N
0N
0N2

⎤

⎦

= W(k)

⎡

⎣
λ(k)
ζ (k)
ξ(k)

⎤

⎦ −
⎡

⎣
λ∗1N
0N
0N2

⎤

⎦ = W(k)e(k), (57)

which implies that the evolution of e(k) can be described by
the same linear homogeneous system as (29).

Defining a new vector ê(k) = e(k) ⊗ e(k), where ⊗ is the
Kronecker product, we have:

ê(k + 1) = (W(k)e(k)) ⊗ (W(k)e(k))

= (W(k) ⊗ W(k))ê(k). (58)

Thus, denoting the expectation as E[ · ], we can get:

E
[

ê(k + 1)
∣∣ê(k)

] = E[W(k) ⊗ W(k)]ê(k). (59)

As assumed in [A4], the sequences {W(k)}, and thereby
{W(k) ⊗ W(k)}, are independent and identically distributed.
Thus, we omit the time index k hereafter and derive the
following equation from equation (59):

E
[

ê(k + 1)
∣∣ê(k)

] = E[W ⊗ W]kê(0). (60)

Since the eigenvalues of W ⊗ W are σiσj, i, j = 1, . . . , 2N +
N2 [35], defining ςm = σiσj, according to (55), we have:

1 = |ς1| > |ς2| ≥ |ς3| ≥ · · · ≥ |ς(
2N+N2

)2 |. (61)

The right and left eigenvectors of W ⊗W corresponding to ς1
are r1 = ρ1⊗ρ1, lT1 = ωT

1 ⊗ωT
1 , where ρ1 and ω1 are the right

and left eigenvectors of W, respectively [36]. Considering the
requirements in (49), we select ρ1 and ω1 as:

ρ1 =
[

1N
0N+N2

]
,ωT

1 = 1

K̂

[
1T

NK − 1T
N+N2

]
. (62)

There exists a non-singular matrix S such that

S−1E[W ⊗ W]S =
[

1 0T
N2+2N−1

0N2+2N−1 J

]
, (63)

where J is the Jordan block that corresponds to the eigenvalues
inside the open unit disk. Given that k → ∞, we have:

E[W ⊗ W]k = S

[
1 0T

N2+2N−1
0N2+2N−1 Jk

]
S−1 → r1lT1 . (64)

3The step size η can be time-varying, e.g., η can be based on the states of the
agents [32], [33] or be vanishing [34]. To keep the mathematical formulation
clear and easy to understand, we adopt constant step size in this paper.
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Since r1lT1 = (ρ1 ⊗ ρ1)(ω
T
1 ⊗ ωT

1 ) = ρ1ω
T
1 ⊗ ρ1ω

T
1 , we first

compute ρ1ω
T
1 :

ρ1ω
T
1 = 1

K̂

[
1N

0N+N2

][
1T

NK − 1T
N+N2

]
(65)

= 1

K̂

[
1N×NK − 1N×(

N+N2
)

0(N+N2
)×N 0(N+N2

)×(
N+N2

)

]
. (66)

From equations (60) and (64), we can get:

E
[

ê(k + 1)
∣∣ê(k)

] = r1lT1 ê(0)

= (
ρ1ω

T
1 ⊗ ρ1ω

T
1

)
(e(0) ⊗ e(0))

= ρ1ω
T
1 e(0) ⊗ ρ1ω

T
1 e(0). (67)

Since e(0) = [λ(0); ζ (0); ξ(0)] − [λ∗1N; 0N; 0N2 ], we have:

ρ1ω
T
1 e(0) = 1

K̂

[
1N×NK − 1N×(

N+N2
)

0(N+N2
)×N 0(N+N2

)×(
N+N2

)

]⎡

⎣
λ(0)

ζ (0)

ξ(0)

⎤

⎦

− 1

K̂

[
1N×NK − 1N×(

N+N2
)

0(N+N2
)×N 0(N+N2

)×(
N+N2

)

]⎡

⎣
λ∗1N
0N
0N2

⎤

⎦

= 1

K̂

[∑
i∈I (Pi(0) − ζi(0) − ξi(0))1N

0N+N2

]

− 1

K̂

[∑
i∈I

(
P∗

i − ζ ∗
i − ξ∗

i

)
1N

0N+N2

]

= 02N+N2 . (68)

Thus, from equations (67) and (68), we conclude that:

E
[

ê(k + 1)
∣∣ê(k)

] = 02N+N2 ⊗ 02N+N2 , (69)

which implies that as k → ∞, the expectation of the con-
sensus error converges to zero, i.e., the linear homogeneous
system (29) converges in mean square sense. Since system (29)
is a discrete-time Markov jump system, it converges in
almost sure sense, given that it converges in mean square
sense [37].

APPENDIX C
PROOF OF THEOREM 3

Since problem (1) is a convex optimization problem, the
optimality of the solution is proved by showing that the
Karush–Kuhn–Tucker (KKT) conditions are satisfied.

We prove the primal feasibility of the solution by showing
that the equality constraint (1b) and the inequality con-
straints (1c) are satisfied. As discussed in Section II-D, one
necessary condition for satisfying the equality constraint (1b)
is that the global power mismatch is collectively estimated,
i.e.,

∑
i∈I ζi(k) = ζ(k). In our proposed method, this feature

is preserved by augmenting the communication topology with
virtual buffering nodes, i.e.,

∑

i∈I
ζi(k) +

∑

i,j∈I
ξij(k) = ζ (k). (70)

We prove equation (70) by summing up both sides of
equations (27) and (28) for all agents i ∈ I. Since

W̃(0, k) is a column-stochastic matrix, the following equation
holds:

∑

i∈I
ζi(k + 1) +

∑

i,j∈I
ξij(k + 1)

=
∑

i∈I
ζi(k) +

∑

i,j∈I
ξij(k) + ζ (k + 1) − ζ (k). (71)

Since
∑

i∈I ζi(0) = ζ(0) and ξij(0) = 0,∀i, j ∈ I hold,∑
i∈I ζi(0) + ∑

i,j∈I ξij(0) − ζ(0) = 0, i.e., equation (70)
holds when k = 0. Substituting k = 0 into equation (71),
one can infer that equation (70) holds when k = 1. Thereby,
through induction, we can conclude that equation (70) holds
for every k.

As proved in Section III-B, ζi(k) and ξij(k) both converge
to 0. Thus, equation (70) implies that the global power mis-
match ζ(k) converges to zero as k → ∞, i.e., the equality
constraint (1b) is satisfied. Since the inequality constraints (1c)
are satisfied when solving the sub-problems (6), the obtained
solution is primal feasible.

We prove the dual feasibility by contradiction. If λ∗ < 0,
equations in (6) imply that Pi = Pmax

i ,∀i ∈ IL and Pi = Pmin
i ,

∀i ∈ IR ∪ IG. Due to the assumption made in (2), there will
exist a mismatch between power supply and demand, which
is contradictory to the statement of primal feasibility.

The complementary slackness condition and the stationary
condition can be written as:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

φ∗
i

(
Pi − Pmin

i

) = 0, ∀i ∈ I
ι∗i
(
Pmax

i − Pi
) = 0, ∀i ∈ I

−λ∗ + φ∗
i − ι∗i = 0, ∀i ∈ IR

C′
i

(
P∗

i

) − λ∗ + φ∗
i − ι∗i = 0, ∀i ∈ IG

−U′
i

(
P∗

i

) + λ∗ + φ∗
i − ι∗i = 0, ∀i ∈ IL

, (72)

where φ∗
i and ι∗i are the multipliers corresponding to the lower

and upper power limits of agent i, respectively. By properly
selecting φ∗

i and ι∗i , conditions in (72) can be satisfied.
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