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Operational Reliability Evaluation of Urban Multi-

Energy Systems With Equivalent Energy Storage  
 

Sheng Wang, Member, IEEE, Hongxun Hui, Member, IEEE, Yi Ding, Member, IEEE,  

Chengjin Ye, Member, IEEE, Menglian Zheng, Member, IEEE 

Abstract—With the coordination of multiple energies at the city 

level, the complexity of the urban energy system is ever-increasing. 

Securing the reliable operation of the urban multi-energy system 

(UMES) has become a challenging task. This paper focuses on the 

operational reliability evaluation of the UMES considering the 

incorporation of equivalent energy storages. First, a novel concept 

of dynamic energy hub is proposed, as a unified tool to 

characterize the dynamic relationships of the operating conditions 

of diverse components in the UMES. Then, the temperature-

controlled load (TCL) is modeled as the equivalent energy storage 

considering the thermal dynamics. Its operational reliabilities, as 

well as multiple other components, are modeled using the 

reliability equivalent technique to reduce the dimension of 

uncertainties. Moreover, a contingency management scheme of the 

UMES is developed in an optimal control framework considering 

the comfort costs of equivalent energy storages. To deal with the 

time-dependency of the optimal control problem, a simplified 

Benders decomposition procedure is devised and embedded in the 

Time-sequential Monte Carlo simulation to improve the 

computation efficiency of the reliability evaluation. Finally, a 

practical case of a UMES in southern China is used to validate the 

proposed technique.   

Index Terms—dynamic energy hub, equivalent energy storage, 

operational reliability, simplified Benders decomposition, urban 

multi-energy systems. 

NOMENCLATURE 

A. Indices 

i  Index for node in Energy Hub 

j  Index for a specific component (e.g., a room 

cluster, a gas boiler, etc.) 

s  Index for system state 

k  Index for time step 

l  Index for energy type 

v  Index for iteration time in Benders 

decomposition 

B. Sets, matrixes, and functions 

d  Set of multiple energy loads 

H  Energy conversion matrix 
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g  Set of multiple energy supplies 

x  Set of state variables 

u  Set of control variables 

y  Set of output variables 

, , ,α β χ δ  Sets of coefficient matrixes in the dynamic 

energy hub model 

j  Cycle life loss function 

PPD  Predicted Percentage of Dissatisfied function 

flag  Flag function 
MP

u  Set of control variables in the mater problem 
SP

ku  Set of control variables in the subproblem in 

time step k  

κ  Set of Farkas dual variable of the subproblem 
MP

kA  Coefficient matrix with respect to the master 

problem 
SP

kA  Coefficient matrix with respect to the 

subproblem 

b  Right-hand-side matrix 

PMV  Predicted Mean Vote function 

S  Set of system state 
lCDF  Customer damage function of energy type l  

C. Variables 

,i jes  Energy storage j  at node i  

,

sd

i jf  Self-dissipation term for component j  at node 

i  
r

jT  Indoor temperature of room j  

,e g

i if f  Electricity flow and gas flow from node i  to 

electricity and gas buses, respectively 

,h c

i if f  Heat flow and cooling flow from node i  to 

heat and cooling buses, respectively 

, ,

dg

i j kC  Degradation cost of component j  at node i  at 

time step k  
0

,j k  Cycle depth of electric energy storage j  in 

time step k  before charging or discharging 

,j k  Increase of cycle depth EES j  at time step k  
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, ,

op

i j kC  Comfort cost of equivalent energy storage j  at 

node i  in time step k  

, ESC C  Total cost and external cost 
DEH

kC  Operating cost of the urban multi-energy 

systems in time step k  

  Operating mode of electric heat pump 
lEDNS  Expected demand not supplied of energy type 

l  
lLOLP  Loss of load probability of energy type l  

l

klc  Load curtailment of energy type l  at time step 

k  

  Auxiliary variable for total cost in Benders 

decomposition 

k  Auxiliary variable for operating cost at time 

step k  in Benders decomposition 

T  Temperature 

D. Parameters 

,a aC   Specific heat capacity and density of the air 

jV  space of the room j  
max

jT  Upper bound for the comfort zone of room j  
min

jT  Lower bound for the comfort zone of room j  
aT  Ambient temperature 

jK  Heat transfer coefficient for room j  
s

jA  Area of the room j  exposed to outside 
ex

jN  Air exchange frequency of room j  

j  coefficient of heat released by appliances and 

occupants of room j  

jA  Living area of the room 
*

jT  Most comfortable temperature 
, ,max

,

c chr

i jf  Maximum discharging power of equivalent 

energy storage j  at node i  
max,s

ies  Energy storage capacity of node i  in state s  

NJ  Number of clusters of rooms 

jNC  Number of rooms in the cluster j  

NK  Number of time steps 

NS  Number of system states 

, '

TCL

s s  State transition rate of temperature-controlled 

load from state s  to 's  

,ICS ICS   Failure and repair rates of information and 

communication system 

,p p   Failure and repair rates of prime mover 

subsystem 

,e e   Failure and repair rates of electricity-

generation subsystem 

,h h   Failure and repair rates of heat-production 

subsystem 

(
AH ,

AE ) Extreme point A of the feasible region of the 

combined heat and power plant 
GBN  Number of gas boiler 

,

inv

i jC  Investment cost of component j  at node i  
inv

iC  Investment cost of the component at node i  

iT  Lifecycle of energy storage at node i  

  Constant coefficient of Predicted Percentage of 

Dissatisfied function 

,g e

k k   Nodal gas and electricity prices at time step k  

  Threshold of convergence 

  System state duration 

,UB LB  Upper and lower bounds of Benders iteration 

 

I. INTRODUCTION 

ITY accounts for 60% - 80% of the energy consumption in 

the world [1]. Toward a low-carbon energy future, multiple 

energies, including electricity, gas, heat, and cooling, are tightly 

coupled and interacted at the city level, named urban multi-

energy systems (UMES). For example, as a typical facility that 

couples primary energies with electricity and heat, the 

combined heat and power plant (CHP) is being installed widely 

(e.g., CHP reaches 81.68 GW by the end of 2020 in the US) [2]. 

The UMES can take various forms and configurations, such as 

architectural complexes, industrial parks, etc., to promote 

overall energy utilization efficiency.  

Despite the benefits, the interdependency among multiple 

energy systems also brings challenges to the reliable operation 

of UMES. For example, if the CHP fails, the operation of the 

downstream component that relies on the heat produced by the 

CHP, such as the absorption chiller (AB), may be affected. 

Many incidents are witnessed worldwide. In Dec 2020, in 

Lvliang, China, the coal handling belt of Datuhe CHP was 

frozen, which interrupted the heat supply of the 11×106
 m2 

urban area for three days [3]. Therefore, the operational 

reliability evaluation of UMES is urgently required.  

Some studies focus on the flexibility modeling of UMES, 

which can support the reliable operation in contingencies. 

Energy hub (EH) is an important concept proposed by [4], 

which can be used to characterize the energy conversion 

relationships among multiple energies at the city level. The 

quantitative exploration of EH flexibility in terms of the 

electricity-shifting curve is conducted in [5] based on 

aggregated utility curve of multi-energy demands. The day-

ahead optimal dispatch is formulated for the UMES in [6] 

considering the power-to-gas facilities and dynamics pipeline 

networks. The incentive mechanism is designed in [7] to 

activate the flexibilities of residential EHs. The optimal 

operation of EHs is performed to mitigate network congestion 

in [8] with large-scale distributed energy resources. A holistic 

assessment framework is developed in [9] to use the operational 

flexibility of public transport hubs to harness the reliability and 

economic performance of the UMES. The flexibility of EH is 

used to enhance the resilience of the distribution system in [10], 

where a pre- and post-disaster management scheme is proposed.  

Recently, some studies have been dedicated to assessing the 

reliability of UMES [11-13]. References [14-16] establish the 

reliability modeling methods for multi-performance and multi-

state systems, which set a solid foundation for the reliability 

evaluation of UMES. The appliances on the customer side are 

modeled as flexible resources in [17] to improve the operational 

reliability of the EH. The concept of exergy is used in [18] to 

evaluate the reliability of the UMES with different energy 

qualities. The impacts of different levels of demands and 

various weather situations on the reliability of UMES are 

investigated in [19]. A data-driven reliability evaluation method 

C 
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is proposed for UMES in [20] based on probabilistic deep 

learning and the Gaussian mixture model-hidden Markov 

model. Improved Shapley value is used in [21] to trace the 

reliability of UMES. A systematic framework for assessing the 

reliability of energy supply in integrated energy systems is 

developed in [22] based on a quasi-steady-state model. 

Resilience and reliability are both tackled in [23] in the 

optimization of UMES with thermal energy storage.  

However, several key issues have not been well addressed in 

previous research. For example, the impact of flexible resources 

on the reliability of UMES has not been comprehensively 

investigated. As a typical flexible resource, temperature-

controlled loads (TCLs) account for more than 40% of the total 

power consumption in the urban area, which can be utilized to 

promote the reliability of the UMES [24]. In the winter, when 

the energy supply to the TCL is interrupted (e.g., electricity to 

air conditions, hot water to the heat exchangers), the 

temperature of the room can still be maintained near the most 

comfortable values for a short period due to the thermal 

dynamics of rooms [25], [26]. Moreover, the heat can also be 

over-supplied, which is equivalent to increasing the energy 

stored in the rooms [27]. By this means, if the heat supply is 

interrupted, the indoor temperature can be maintained at a 

comfortable value for a longer period. Therefore, TCLs can be 

regarded as equivalent energy storage by charging and 

discharging strategies. They can be utilized to assist the reliable 

operation of the UMES.  

The utilization of TCL in the optimal operation of electricity 

systems has been studied recently. The air conditions are 

modeled as the operating reserve in [26], and the capacity, 

ramping speed, etc., are quantitatively characterized. A 

forecasting method for the control capacity and control payback 

of aggregated TCL in the demand response is proposed in [28]. 

The regulation capacity of TCLs under hybrid cyber-attacks is 

evaluated in [29], and a distributed event-based control method 

is proposed. A robust and hierarchical control mechanism for 

aggregated TCL is proposed in [30] to deal with the 

uncertainties and computation burden issues. The TCLs are 

used for the frequency regulation in [31], and the impact of 

communication latency is investigated [32]. The coordinated 

control of distributed generators and TCLs for the restoration of 

the urban microgrid is proposed in [33]. Though the TCL can 

be utilized for the electricity system operation, the impacts of 

its equivalent energy storage on the operational reliability of 

UMES have rarely been investigated.  

Introducing the equivalent energy storage of TCL can 

increase the complexity of the reliability evaluation of UMES. 

TCLs are usually large-scale and heterogeneous. The number 

of state spaces will grow exponentially with the increase of 

TCLs [34]. Thus, a unified physical and reliability modeling 

technique, as well as a state-space reduction technique, are 

required to reduce the dimension of control variables and 

uncertainties. Moreover, with the participation of various 

energy storages, the original optimal operation of the UMES 

becomes a time-dependent optimal control problem. The 

computation burden may grow significantly, especially in the 

reliability evaluation procedure in which the optimal control 

problem has to be solved many times. In previous studies, 

linearization techniques are usually adopted to simplify the 

model [35, 36]. However, this method is not applicable for 

reducing the dimension of uncertainty, or relaxing the time 

dependency. 

To address the aforementioned issues, this paper proposes an 

operational reliability evaluation framework for UMES. The 

contributions are summarized as follows: 

1) A novel concept of the dynamic energy hub (DEH) model 

is proposed. Compared with the traditional EH model, the 

proposed DEH model uses system state equations to 

characterize the dynamic relations of both energy 

conversion and energy storage components in a linear and 

unified manner. 

2) A multi-state operational reliability model of large-scale 

heterogeneous TCLs is developed. The joint impacts of the 

information and communication system (ICS) failure and 

equivalent energy storage are characterized in this model. 

The reliability equivalent technique is proposed to reduce 

the dimension of the system state and the complexity of the 

subsequent optimal control problem. 

3) A contingency management scheme (CMS) of the UMES 

is proposed. The degradation cost increment of physical 

 
Fig. 1 Model of the UMES using the concept of Dynamic Energy Hub. 
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energy storage due to the irregular charging/discharging, 

and the comfort cost of TCLs, are both quantified. By this 

means, the joint impacts of energy storage aging and TCL 

comfort zone on the reliability of UMES can be assessed.  

4) A simplified Benders decomposition procedure is devised 

to improve the computation efficiency of the operational 

reliability evaluation. By decoupling the subproblems and 

relaxing some of the Benders procedures, the time 

dependency from energy storage in most scenarios can be 

relaxed. The computation complexity can be reduced. 

II. MODEL OF THE UMES USING THE CONCEPT OF DEH 

The UMES is at the distribution level of the energy systems. 

Configured by various energy conversion devices, energy 

storage devices, etc., the UMES can flexibly consume the 

electricity and gas from energy transmission systems, and 

satisfy the electricity, heat, and cooling loads of end-users. A 

typical example of the configuration is presented in Fig. 1, 

including CHP, gas boiler (GB), electric heat pump (EHP), 

distributed generator (DG), electricity energy storage (EES), 

thermal energy storage (TES), and ice storage (IS). The end-

users have electricity, heat, and cooling loads, whereas the last 

two types further consist of TCL (e.g., heat exchanger) and non-

TCL (e.g., direct use of hot water). In this paper, the TCL can 

be regarded as equivalent energy storage, assisting in improving 

the reliability of UMES. The above components and loads are 

all abstracted as different nodes, as in Fig. 1. The concept of 

energy buses, including the electricity, gas, heat, and cooling 

buses serve as conjunctions to model the energy concentrations 

and distribution [37].  

In traditional studies, the Energy Hub (EH) model is usually 

adopted to describe the steady-state energy conversion 

relationship across multiple energy sectors of the UMES [38, 

39]. As in (1), d , H , and g  represent the multi-energy loads, 

energy conversion matrix, and energy supply, respectively.  

 = d H g  (1) 

However, the participation of various energy storages and 

TCLs with different dynamic characteristics has transformed 

the traditional static system into a more complex and dynamic 

system. Thus, the traditional EH model becomes less competent 

in describing such characteristics of the UMES. Derived from 

the EH model, hereby we propose a Dynamic Energy Hub 

(DEH) model:  

 
/d dt = +


= +

x αx βu

y χx δu
 (2) 

DEH model comprises a system state equation and output 

equation, where x , u , and y  are the sets of state variables, 

control variables, and output variables, respectively. Symbols 

α , β , χ , and δ  are corresponding coefficient matrixes. The 

specific elements in the coefficient matrixes depend on the 

physical system. In our UMES in Fig. 1, the specific elements 

can be found in Appendix A and [40]. Compared with the 

traditional EH model, the DEH can characterize the time-

varying relations between chronological charging/discharging 

behaviors and the state of charge (SOC) of energy storages, the 

thermal dynamics of the room, the time-varying mass flow rate 

of the hot waters in the district heating pipelines, etc. Therefore, 

it can precisely reflect the dynamics of component conditions 

in UMES.  

Ⅲ. OPERATIONAL RELIABILITY EQUIVALENT OF COMPONENTS 

IN THE UMES 

A. Multi-state operational reliability equivalent of TCL 

considering the thermal dynamics 

The equivalent energy storage of TCL originates from the 

thermal dynamics of the rooms. During the normal operating 

state, the indoor temperature is maintained to the desired 

comfortable value by the TCLs. When the contingency happens, 

the cooling energy supplied to the TCL may be interrupted for 

a short period (assuming the current season is summer). Then, 

the indoor temperature will increase, deviating from the desired 

comfortable value. Nonetheless, before the temperature reaches 

beyond the comfort zone, the cooling load for this user can be 

still regarded to be satisfied. During this process, the TCL can 

be regarded to have provided equivalent cooling energy to the 

UMES, as presented in Fig. 2. Besides, the cooling energy can 

also be over-supplied and the temperature may become lower 

than the desired comfortable value. This can be regarded as the 

cooling energy charging into the TCLs. In this case, if the 

contingency happens in the future, the pre-stored cooling 

energy can keep the temperature comfortable for a longer 

 
Fig. 2 Multi-state operational reliability equivalent of TCLs. 
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period. In summary, the TCL can both be charged and 

discharged, and therefore it can be equivalent to thermal or 

cooling storage.  

The capacity of the equivalent energy storage of room j  can 

be calculated as: 

 max min

12, ( )a a

j j j jes C V T T= −  (3) 

where 
aC  and a  are the specific heat capacity and density of 

the air, respectively; 
jV  is the space of the room; max

jT  and 
min

jT  are the upper and lower bounds for the comfort zone, 

respectively; 12, jes  is the equivalent energy storage capacity. 

Different from other physical energy storages (EES, TES, 

and IS), the self-dissipation effect of the equivalent energy 

storage cannot be neglected during short-term operation. Self-

dissipated energy 
12,

sd

jf  is also the cause of the increase in the 

indoor temperature, including the heat released by the 

appliances and occupants in the room, the heat transferred 

outside, and the heat leakage by air exchange [26]: 

 
12, ( ) ( ) ( )sd r a r s a a a a r ex

j j j j j j j j j jf T T T K A C V T T N A = − + − −  (4) 

where r

jT  is the indoor temperature; aT  is the ambient 

temperature; 
jK  is the heat transfer coefficient; s

jA  is the area 

of the room that is exposed to the outside; ex

jN  is the air 

exchange frequency; 
j  represents the coefficient of heat 

released by appliances and occupants; 
jA  is the living area of 

the room. Note that the self-dissipation term is related to the 

ambient temperature, and thus it is changing over time.   

We assume that 1) the TCL always maintains the desired 

comfortable temperature *

jT  in normal conditions; 2) the 

temperature of the room is always maintained steadily, which 

means the cooling supplied to the room equals the self-

dissipation value. Then, when the room temperature equals the 

most comfortable temperature, the self-dissipation value is 

regarded as the baseline for the TCL load. With the variation of 

ambient temperature, the baseline is also changing over time. 

Besides, we assume that during the charging and discharging of 

the equivalent energy storage, the temperature of the room 

should still be restrained within the comfort zone. Otherwise, it 

is regarded as load curtailment. Under these assumptions, the 

equivalent charging and discharging power can be calculated 

based on the difference between the actual cooling energy that 

is supplied to the TCLs and the baseline. Thus, the maximum 

discharging power of the equivalent energy storage 
, ,max

12,

c chr

jf  is 

reached only when the indoor temperature reaches the upper 

bound of the comfort zone: 

 

, ,max max *

12, 12, 12,

max * max *

( ) ( )

          ( ) ( )

c chr sd sd

j j j j j

s a a a ex

j j j j j j j j

f f T f T

T T K A C V T T N

= −

= − + −
 (5) 

The maximum charging capability , ,max

12,

c dis

jf  can be 

calculated when the indoor temperature is at the lower bound of 

the comfort zone: 

 , ,max * min * min

12, ( ) ( )c dis s a a a ex

j j j j j j jf T T K A C V T T N= − + −  (6) 

Note that although max

12, ( )sd

j jf T  and *

12, ( )sd

j jf T  are related to 

the ambient temperature, their difference , ,max

12,

c chr

jf , as in (5) 

and (6), as well as the equivalent energy storage capacity in (3), 

are only related to the comfort zone and the characteristic of the 

rooms themselves. They are irrelevant to the ambient 

temperature. This characteristic provides the system operator 

with predictability in managing their equivalent energy storages.   

The model above describes the physical characteristic of a 

single TCL. Generally, for a UMES with large-scale 

heterogeneous TCLs, reliability issues become unneglectable. 

The control of TCLs relies tightly on the ICS. Sometimes when 

the ICS of a specific TCL fails, it can no longer serve as the 

equivalent energy storage until it is fully repaired [41]. If we 

simultaneously consider all the possible states of TCLs, the 

number of the state space will grow exponentially. Therefore, 

to reduce the dimension of the state space and improve the 

computation efficiency, the reliability equivalent technique is 

adopted [42].  

The reliability of each TCL is represented by a binary-state 

Markov model independently. The idea of reliability equivalent 

is to aggregate the states that have the same performance. For 

example, the performances (i.e., the maximum charging/ 

discharging power, and the equivalent storage capacity) of 

TCLs in the cluster j  are identical, as presented in Fig. 2. Then, 

the failure of any one TCL in this cluster will lead to a same 

derated performance for this cluster. Therefore, the states where 

one TCL fails can be regarded as the same state. By this means, 

the reliability of multiple binary-state TCL can be represented 

by a single multi-state reliability equivalent, and the number of 

states in reliability evaluation can be significantly reduced. In 

this paper, the multi-state reliability equivalent of the 

aggregated TCLs considers up to 2nd order failure. For NJ  

cluster of TCLs, the number of states is 2(2 )NJ NJ+ + , which 

is substantially reduced compared with the original number of 

states ^2
1

NJ

jj
NC

=  without the reliability equivalent technique. 

jNC  is the number of rooms in the cluster j . 

The state transition rate of aggregated TCLs between the 

perfect functioning state ( 1s = ) and the 1st order failure state 

( 1s j= + , if anyone TCL’s ICS in the cluster j  fails) can be 

calculated by: 

 
1, 1 1,1,   TCL ICS TCL ICS

j j jNC   + += =  (7) 

where 
1, 1

TCL

j +
 is the state transition rate of aggregated TCLs from 

1s =  to 1s j= + ; 
1,1

TCL

j +
 is the state transition rate of 

aggregated TCLs from 1s j= +  to 1s = ; 
ICS  and ICS  are 

the failure and repair rates of the ICS, respectively.  

The equivalent energy storage capacity and maximum 

charging power in state 1s j= +  can be calculated as: 

 
Fig. 3 Multi-state operational reliability model of CHP. 
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max,

12 ' 12, ' 12,

' 1

NJ
s

j j j

j

es NC es es
=

= −  (8) 

 
, ,max, , ,max , ,max

12 ' 12, ' 12,

' 1

NJ
c chr s c chr c chr

j j j

j

f NC f f
=

= −  (9) 

where max,

12

ses  and , ,max,

12

c chr sf  are the capacity and maximum 

charging power of the equivalent energy storage in state s , 

respectively; 12, jes  and 12, 'jes  represent the equivalent energy 

storage capacity of one single TCL in clusters j  and 'j . 

The maximum discharging power , ,max,

12

c dis sf  can be 

calculated similarly. The state transition rates between the 1st 

order failure state and 2nd order failure state, as well as the 

equivalent energy storage capacity, the maximum charging and 

discharging power in the 2nd states can also be calculated 

similarly. 

B. Operational reliability equivalent of other components 

1) Multi-state operational reliability model of CHP 

Compared with TCLs, CHP is usually individually 

distributed. Therefore, here we emphasize the multi-state 

operational reliability model of a single CHP. 

The CHP is a complex engineering system that is composed 

of three subsystems, namely, the prime mover system, the 

electricity-generation system, and the heat-production system 

[43]. The topology structure of the three subsystems is 

presented in Fig. 3. The reliability of each subsystem can be 

represented by a binary-state model. With the failure of 

different subsystems, the CHP presents four states. The state 

transition rate among the four states can be calculated as [40]: 

 
1,2 2,1 1,3 3,1, , ,CHP e CHP e CHP h CHP h       = = = =  (10) 

 
2,4 3,4,CHP h p CHP e p     = + = +  (11) 

 4,2 4,3,
p h h p h p p e e p e p

CHP CHP

p h p h p e p e

           
 

       

+ +
= =

+ +
 (12) 

where 
1,2

CHP  represents the state transition rate between states 1 

and 2; 
e , 

h , 
p  and 

e , 
h , 

p  are the failure and repair 

rates of electricity-generation, heat-production, and primary 

systems, respectively. 

In the perfect functioning state, the feasible region of the 

CHP operation is a quadrangle defined by four extreme points 

(
AH ,

AE ), (
BH ,

BE ), (
CH ,

CE ), (
DH ,

DE ), which are four 

combinations of heat production and electricity generation [44]. 

If any subsystem fails, the feasible operating region is derated 

into the projection of the original feasible region on the 

corresponding axis. Therefore, the new feasible region can be 

expressed as: 

 3 0ef =  (13) 

 3 0hf =  (14) 

 3min{ , , , } max{ , , , }h

A B C D A B C DH H H H f H H H H   (15) 

 3min{ , , , } max{ , , , }e

A B C D A B C DE E E E f E E E E   (16) 

where state 2 is subjected to (13) and (15); state 3 is subjected 

to (14) and (16); state 4 is subjected to (13) and (14). 

2) Multi-state operational reliability equivalent of other binary-

state components 

For other components (i.e., GB, EHP, AB, DG, EES, TES, 

and IS in Fig. 1), they are usually configured in parallel with 

identical physical parameters. Take GB as an example. 

generally 
GBN  are configured in parallel in the UMES. The 

state-space diagram is presented in Fig. 4. The operational 

reliability of each GB is represented by a binary-state model. 

The operational reliability of a GB equivalent can be 

represented by a multi-state model. When some of the GB fails, 

the entire GB equivalent will not fail completely. Instead, it will 

be transferred into a derated state. Assuming the states of GB 

equivalent are sorted in a descendant order according to the 

available thermal production capacity. Then, the maximum heat 

production capacity in state s  can be calculated as: 

 , ,max ,

4 4( 1 )h s GB h indf N s f= + −  (17) 

where ,

4

h indf  is the heat production capacity of a single GB in 

the perfect functioning state.  

In the Markov process, it is assumed that only one state 

transition could happen at a time. Thus, the state transition 

could only happen between two adjacent states. The state 

transition rate between any two adjacent states, 
, 1

GBs

s s +
 and 

1,

GBs

s s +
, 

can be calculated as: 

 
, 1 1,( 1 ) ,GBs GB GB GBs GB

s s s sN s s   + += + − =   (18) 

where
GB  and GB  are the failure and repair rates of a single 

GB, respectively. The operational reliability equivalents of 

other components can be determined with a similar approach.  

Ⅳ. CONTINGENCY MANAGEMENT SCHEME OF THE UMES 

CONSIDERING VARIOUS COST OF ENERGY STORAGES 

Based on the multi-state operational reliability equivalents 

developed in Section III, the state sequence of the components 

over the operating horizon can be simulated using the time-

sequential Monte Carlo simulation (TSMCS) technique. The 

detailed procedures are elaborated in Section V. During each 

simulation, if the electricity or gas supply is interrupted, or any 

component fails, the UMES may be re-dispatched. In an even 

worse case, some loads may be curtailed. Hence, in this section, 

a contingency management scheme (CMS) for the UMES is 

developed to minimize the load curtailment based on the 

optimal control framework by fully utilizing the flexibilities of 

energy conversion, energy storage devices, as well as the 

equivalent storage from the TCLs. 

A. Degradation and comfort costs of different energy storages 

For the optimization of the CMS, it is important to measure 

the external cost during the operation. Besides the explicit cost 

of the consumed energies, another major part of the cost is from 

energy storages. The cost of physical energy storages (i.e., EES, 

TES, and IS) is mainly owing to degradation. For the equivalent 

 
Fig. 4 Multi-state operational reliability equivalent of GBs. 
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energy storage from TCLs, the cost is mainly caused by the 

comfort loss due to the deviation from the desired comfortable 

temperature.  

The EES in the UMES is usually configured by the lithium-

ion battery. Its lifetime is short, and thus the degradation cost is 

unneglectable. In the CMS, the charging and discharging of the 

EES will become more frequent and irregular, which further 

accelerates the degradation process. Among various factors that 

affect the degradation, circle depth is the most unneglectable 

one and is tightly related to the CMS strategy.  

The degradation cost of a single charging/discharging 

process related to the cycle depth in a time step can be 

calculated by [45]: 

 
0
, ,

0
,

8, , 8, ( )
j k j k

j k

dg inv

j k j jC C d
 


 

+

=    (19) 

where 
8, ,

dg

j kC  is the degradation cost of the EES j  at time step 

k ; 
8,

inv

jC  is the placement cost of the EES j ; 0

,j k  is the cycle 

depth of EES j  in time step k  before charging or discharging; 

,j k  is the increase of cycle depth of EES j  at time step k ; 

j  is the cycle life loss, which is elaborated in Appendix B. 

The degradations of the TES and IS are calculated as the 

average depreciable cost:  

 9 9 9 10 10 10/ , /op inv op invC C T NK t C C T NK t=  =   (20) 

where 9

opC  and 10

opC  are the depreciable costs of TES and IS 

respectively; 9

invC  and 10

invC  are the investment costs of the TES 

and IS, respectively; 
9T  and 

10T  are the lifecycles of the TES 

and IS, respectively; NK  is the number of time steps. 

The comfort cost of equivalent energy storage in summer 

12, ,

op

j kC  can be evaluated using the Predicted Percentage of 

Dissatisfied (PPD) model [46]: 

 ( )*

12, , , 12, , / ( )op a a

j k j j k j k jC PPD T es C V = −  (21) 

where   is the constant coefficient that transforms the PPD 

into the discomfort cost. The PPD function in its original form 

is a complex exponential function, which is difficult to be 

addressed by the solvers. Therefore, it is approximated into a 

quadratic function. The specific form is introduced in Appendix 

C [47]. 

The comfort cost in winter 
11, ,

op

j kC  can also be calculated 

similarly. Therefore, the total operating cost from the energy 

storage ESC  can be calculated as: 

 ( )8, , 11, , 12, , 9 10

1 1

(1 )
NK NJ

ES dg op op op op

j k j k j k

k j

C C C C C C 
= =

= + + − + + (22) 

where   is a binary variable; 1 =  and 0 represent winter and 

summer, respectively. It is assumed that in summer, EHP only 

operates in cooling mode, and the TCL only has cooling storage. 

Vice versa for winter. 

B. CMS of UMES based on optimal control framework 

The objective of the CMS of the UMES is to minimize the 

external cost C , including the energy purchasing cost, load 

curtailment cost, and the degradation and comfort costs of 

energy storages, as in (23). The control variable is u , as 

described in Section Ⅱ. 

 
1

  
NK

ES DEH

k

k

Min C C C
=

= +
u

 (23) 

 
1, 2,

{ , , }

DEH g g e e l l

k k k k k k

l el ht cl

C f f CDF lc 


= + +   (24) 

where DEH

kC  is the operating cost of UMES in time step k ; g

k  

and e

k  are the prices of gas and electricity, respectively; l  

represents the type of energy, where el , ht , and cl represent 

electricity, heat, and cooling, respectively. The optimal control 

framework is subjected to: 

1) The system state and output equations of the DEH in (2). 

2) The operating constraints for EES, TES, IS, and equivalent 

energy storages: 

 
 8 9 10 11 12

max, max, max, max, max,

8 9 10 11 12

, , , ,

  , , , ,s s s s s

es es es es es

es es es es es



   

0
 (25) 

 
8 9 10 11 12

,max, ,max, ,max, ,max, ,max,

8 9 10 11 12

, , , ,

, , , ,(1 )

e h c h c

e s h s c s h s c s

f f f f f

f f f f f 

 
 

  − 

 (26) 

3) The operating constraints for CHP in (13)-(16) according 

to different states. The operating constraint of GB in (17). 

The energy consumption constraints of the electricity and 

gas transmission system, and the operating constraints of 

other devices (i.e., EHP, AB, and DG): 

 ,max, ,max,

1 2 1 2, ,g e g s e sf f f f       0  (27) 

 , ,

5 5 5 5, ( 1 ) ,(1 )h c EHP EHP h ind c indf f N s f f      + − −   0  (28) 

 , ,max,

6 7 6 7, ( 1 ) ,c e AB AB h ind e sf f N s f f     + −   0  (29) 

4) Initial and terminal conditions of the energy storages. The 

amount of energy stored in the energy storage devices at 

the end of the studied period should be recovered to the 

values at the beginning of the studied period: 

 
8, 9, 10, 11, 12,

8,1 9,1 10,1 11,1 12,1

, , , ,

                         , , , ,

NK NK NK NK NKes es es es es

es es es es es

  

 =  

 (30) 

5) Constraints for the load curtailment: 

 ,max ,max ,max

13 14 15 13 14 15, , , ,e h c e h cf f f f f f    − − −    0  (31) 

6) The trivial constraints for energy flows: 

 
3 4 5 6 7, , , ,    0g g e h ef f f f f     0  (32) 

where max,s

ies  represents the capacity of energy storage i  in 

state s ; ,max,

8

e sf  is the maximum charging/discharging power 

of EES in state s ; 
EHPN  and 

ABN  are the numbers of EHP and 

AB, respectively; 
EHPs  and 

ABs  are the states of EHP and AB, 

respectively; ,

5

h indf  and ,

5

c indf  are the heat and cooling 

productions of a single EHP, respectively; 
,max,

7

e sf  is the 

electricity generation capacity of DG in state s , which further 

depends on the type of the DG; 8,NKes  and 8,1es  represent the 

energy storage of EES when k NK=  and 1k = , respectively.  

Ⅴ. OPERATIONAL RELIABILITY EVALUATION PROCEDURE 

USING SIMPLIFIED BENDERS DECOMPOSITION 

A. Operational reliability indices 

The expected demand not supplied (EDNS) and loss of load 

probability (LOLP) are usually adopted to evaluate the 

reliability of the electricity system. These two indices can be 

extended as follows to evaluate the operational reliability for 

multiple energies: 
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1

1

( ) /

( ) ( ) /

NS
l l

k

i

NS
l l

k

i

EDNS k lc NS

LOLP k flag lc NS

=

=


=



 =





  (33) 

where NS  is the number of simulation times in the TSMCS; 

( )flag x  represents the flag function, where ( ) 1flag x =  when 

0x  ; otherwise ( ) 0flag x = .  

The criterion for the convergence of TSMCS is given by the 

standard deviation of EDNS: 

 ( ( )) / ( )l lVar EDNS k EDNS k    (34) 

B. Operational reliability assessment procedure 

The above CMS is a large-scale, time-dependent quadric 

programming problem after approximating the polynomial 

terms in the objective function using Taylor expansion. It will 

be repeatedly solved many times in the TSMCS, which 

increases the computation burden dramatically. By observing 

the structure of the optimal control problem, we find that the 

state equation of the energy storage is the cause of the time 

interdependency. By fixing the state of the energy storage, the 

problem will become time-independent. Therefore, we divided 

the original problem into two problems: the state determination 

of the energy storage as the master problem, and the state 

determination of energy conversion devices as the subproblem.  

Moreover, in the reliability evaluation procedure, the main 

purpose of the CMS is to avoid or minimize load curtailment, 

while the accurate solution for the operating cost is not 

mandatory. With these ideas in mind, here we devise a 

simplified Benders decomposition, and further, optimize the 

TSMCS procedure to improve the computation efficiency. The 

specific procedure is elaborated as follows:  

Step 1: Initialization. Get the data and set the parameters.  

Step 2: For each TSMCS, determine the initial state of the 

devices in the UMES, according to their steady-state 

probabilities [48]. It is assumed that the initial temperature is at 

the desired comfortable value for TCLs.  

Step 3: Simulate the state sequence of components. Generate 

the random number U  that follows the uniform distribution on 

(0,1) . Assuming that the current state is s  for the component. 

Then, the duration of the component being in this state   can 

be calculated as: 

  , ' 'min / ln( ), ' , 's s sU s S s s = −    (35) 

where S  is the set of system states for this component. Then, 

the next state will be 's .  

Step 4: Repeat Step 3 until the whole studied operating 

period is reached. Repeat Step 2~Step 4 for all the components. 

generate the system state sequence by merging the component 

state sequences. 

Step 5: For each TSMCS, solve the CMS problem. Set the 

upper and lower bounds for the Benders procedure: 
0( )UB = + , 0( )LB  = 0, and the tolerance  .  

Step 6: Solve the master problem: 

 
1

 
MP

NK
ES

k

k

Min C 
=

= +
u

 (36) 

which is subjected to the state equations in (2), the related 

constraints (25), (26), (30), and the Benders cut from the sub-

problem; 
8, 9, 10, 11, 12,, , , , ,  1,...,MP

k k k k kf f f f f k NK = = u is the 

control variable for the master problem. The cost from the 

subproblem k  is initialized as 0k  . Denote the solution of 

the master problem in the 
thv  iteration as 

( )

MP

vu , and the value of 

the objective function 
( )v . Update the lower bound ( )vLB  = 

( 1) ( )max{ , }v vLB −
. Obtain the solution of MP

u as 
( )

MP

vu . 

Step 7: Solve the subproblem. The following subproblem is 

formulated for each time step k , with 
( )

MP

vu  from the above 

master problem: 

  
SP
k

SP DEH

k kMin C =
u

 (37) 

which is subjected to the output equation from (2), related 

constraints (27)-(29), (31), and (32). Here the control variable 

is 
3, 4, 5, 7, 13, 6, 14, 15,, , , , , , ,SP g g e e e h h c

k k k k k k k k kf f f f f f f f =  u . If this 

subproblem is infeasible, go to Step 8; otherwise, go to Step 9.   

Step 8: Supplement the feasibility cut to the master problem: 

 
T

MP MP

k k
   κ A u κb  (38) 

where κ  is the Farkas dual variable of the subproblem; MP

kA

and b  are the coefficients when the constraints of the 

subproblem are written in a compact form: 

 , ,
T

SP MP SP MP

k k k k
       A A u u b  (39) 

Step 9: Check if there is any load curtailment. If not, stop the 

Benders iteration, even if the optimal solution may not be 

reached. Otherwise, supplement the following optimality cut to 

the master problem: 

 
T T

SP MP MP

k k k     −    κb κ A u  (40) 

Step 10: Check if all the time steps have been iterated. If so, 

update the upper bound as in (41). Solve the new master 

 
Fig. 5 Load profiles and energy prices. 

TABLE I PARAMETERS OF COMPONENTS IN THE UMES 

 Number Properties 

CHP 1 Extreme points: (0,25), (11,21), (9,0), (0,0) MW 

GB 4 Heat capacity: 2.8 MW 

EHP 3 Heat capacity: 6.4 MW; cooling capacity: 5.6 MW 

AB 6 Cooling capacity: 6.33 MW 

DG 1 Wind generator capacity: 4 MW 

EES 6 Capacity: 2 MWh; maximum charging and discharging 

power: 1 MW; investment cost: 1.437×106 ¥/MW 

TES 4 Capacity: 2 MWh; maximum charging/discharging 

power: 1 MW; investment cost: 1.01×105 ¥/MW 

IS 8 Capacity: 17.58 MWh; maximum charging and 

discharging power: 8.79 MW; investment cost: 2.16×105 

¥/MW 
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problem with all Benders cuts as in Step 1. Otherwise, repeat 

from Step 3 for the next time step 1k k= + . 

 
( ) ( 1) ( ) ( )

1

ˆmin ,
NK

ES SP

v v v v

k

UB UB C −

=

 
= + 

 
  (41) 

Step 11: Check if the convergence criterion has been 

satisfied. If so, output the results. Otherwise, repeat the next 

Benders iteration from Step 5. 

 ( ) ( )( ) ( ) ( ) ( )/v v v vUB LB UB LB − +   (42) 

Step 12: Calculate the operational reliability indices in (33) 

according to the load curtailments obtained from the Benders 

iterations. Check (34) for convergence. If converges, the final 

results of operational reliability indices are obtained. Otherwise, 

repeat the next TSMCS from Step 2.  

Ⅵ. CASE STUDIES 

A test UMES derived from a practical science park in 

Hangzhou, China, is used in this section to validate the 

effectiveness of the proposed operational reliability evaluation 

technique. The structure of the UMES is the same as presented 

in Fig. 1. The electricity, heat, and cooling load profiles on a 

typical summer day are presented in Fig. 5. The electricity price 

is set according to the regulation of the National Development 

and Reform Commission using the Time-of-Use tariff. The gas 

price is set according to the contract price between the science 

park and the gas company.  

The number and parameters of the components are listed in 

TABLE I. The failure and repair rates of the primal mover 

system are 1/2880 h-1 and 3/40 h-1, respectively [49]. The failure 

and repair rates of the electricity-generation system, heat-

production system, and other components are set to 1/960 h-1 

and 1/40 h-1, respectively [43, 50, 51]. The electricity 

generation and heat production efficiencies of CHP are 0.3 and 

0.4, respectively [52]. The efficiencies of GB and AB are 0.8 

and 0.7, respectively. The coefficients of performance of EHP 

in summer and winter are 4 and 3, respectively [53].  

The science park has an 8×105 m2 heating/cooling area. 

According to the types of buildings, the rooms are 

approximately aggregated into 200 clusters. Each cluster 

consists of 40 rooms with floor areas of [60, 200] m2. The heat 

transfer coefficient is 7.69 w/(m2·K). The wall area of each 

room is calculated based on its room area [26]. The air exchange 

frequency is set to 0.5 times/hour. The heat released by 

appliances or occupants is set to 4.3 w/m2. The failure and 

repair rates of the ICS are set according to [41]. The 

comfortable temperature in summer is set to 26 ℃. The upper 

and lower bounds for comfort zone are 28 ℃ and 24 ℃, 

respectively. 

A. Validation of the computation efficiency 

The effectiveness of the proposed reliability evaluation 

technique for UMES is validated in this Section. The 

optimization model is formulated by the Yalmip modeling 

toolbox on MATLAB, and is solved by using the Mosek solver 

[54]. The numerical simulation is performed on a desktop with 

Intel(R) Core(TM) i7-10700 CPU and 16 GB RAM.  

The convergences of the reliability indices are presented in 

Fig. 6. It can be observed that with about 10000 times Monte 

Carlo simulations, the reliability indices of electricity 
elEDNS

and the cooling loads 
clEDNS  have both converged within a 

reasonable range. Furthermore, the computation times with 

different techniques are compared in TABLE Ⅱ. It can be seen 

that with the utilization of the reliability equivalent technique, 

the computation time can be substantially reduced by 53.73%. 

By further introducing the simplified Benders decomposition, 

the over-calculation in most of the simulations can be avoided, 

and the computation time is further reduced by 86.83%.  

B. Operating condition of UMES in representative scenarios 

To validate the effectiveness of the proposed CMS in 

managing the contingency states, the operating condition of 

UMES in four scenarios (i.e., S1, S2, S3, and S4) are compared. 

S1 is the normal operating state. In S2, the CHP fails completely. 

In S3, a set of EHP fails. In S4, two ISs fail. 

The operating condition of the UMES in S1 is presented in 

Fig. 7 as the base scenario. Positive values represent the 

electricity, gas, heat, and cooling energy supplied by the energy 

transmission systems, and energy production and discharging 

from components. Negative values represent the energy 

consumption of devices and loads, and the charging to the 

energy storage. It can be observed from Fig. 7(a) that the 

electricity load is mainly supplied by the electricity 

transmission system. However, with the increase in electricity 

price at 9:00 in Fig. 5, the gas consumption begins to increase, 

as shown in Fig. 7(b). The CHP begins to consume gas to 

generate electricity and heat for providing cooling energy, 

instead of using the EHP. During the flat price of electricity at 

noon in Fig. 5, because electricity becomes more cost-efficient 

than gas again, the supply of gas drops during 12:00~13:00 in 

Fig. 7(b). Moreover, it can be observed in Fig. 7 (c) that the ISs 

play an important role in balancing the cooling load among 

different time periods. During the night hours, the EHP is 

working at a lower cost to charge cooling energy to ISs. During 

the day, the ISs operate in discharging mode to reduce energy 

cost. In addition, the variation of temperature of TCL can be 

limited to 0.075 ℃ in S1. 

The detailed energy balancing in a partial failure scenario S3 

is presented in Fig. 8. As shown in Fig. 8(a), the electricity 

consumption is reduced by 9.09% due to the EHP failure. The 

     
(a)                                                         (b) 

Fig. 6 Convergence curve of the TSMCS.  

TABLE Ⅱ COMPARISONS OF COMPUTATION TIMES WITH/WITHOUT 

PROPOSED TECHNIQUES 

Reliability equivalent 

technique 

Simplified Benders 

decomposition 

Computation  

time (s) 

/ / 1904 

√ / 881 

√ √ 116 
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electricity balance is still maintained. As shown in Fig. 8(c), the 

CHP needs to ramp up during the electricity price valley hours 

(12:00-13:00) to cover the cooling supply shortage of EHP. 

Therefore, the gas consumption in this period increases, as 

shown in Fig. 8(b). As a result, more cooling energy needs to 

be provided by AB instead of EHP, as shown in Fig. 8(d). 

Nevertheless, the cooling load is still curtailed for 20.69 MWh.  

The comparisons between the base scenario S1 and other 

scenarios are presented in TABLE Ⅲ. It can be seen that the 

failure of components does impact the operating condition of 

the UMES substantially. In S2, the heat production shortage due 

to the failure of CHP is covered in part by GB, while some of 

the heat production is still uncovered. Therefore, the AB cannot 

work to its full potential, which leads to the curtailment of the 

cooling load. In S3, the EHP fails by a substantial amount. The 

shortage of cooling production is partly covered by AB, which 

is less economical and results in a higher energy purchasing 

cost. Besides, this failure mode further increases the irregular 

charging and discharging of energy storage, which leads to a 

higher degradation cost. In S4, with the failure of ISs, although 

the total energy production capability of the system has not 

been affected, the capability of balancing the energy among 

different time periods deteriorates. It also causes load 

curtailment. Throughout S2 to S4, we find that in all scenarios, 

the TCL is active in regulating the energy balance within the 

comfortable temperature zone. 

To demonstrate the energy balance of the UMES with more 

severe failure, scenario S5 is set. In S5, all ABs fail. As shown 

in Fig.9(d), because we can no longer rely on ABs to provide 

the cooling energy, the cooling supplies from EHPs and ISs 

increase slightly to their upper limits. The cooling load is still 

curtailed for 101.07 MWh. Moreover, the heating energy that is 

used to satisfy the ABs is no longer needed, and therefore, the 

gas and heat supply and demand are almost reduced to zero, as 

shown in Fig. 9(c) and Fig. 9(d), respectively. 

           

  
(a)                                                               (b)                                                              (c)                                                               (d) 

Fig. 7 Operating conditions of the UMES components in S1: (a) electricity balance; (b) gas balance; (c) cooling balance; (d) energy storage and TCL. 

 

       

          
(a)                                                               (b)                                                              (c)                                                               (d) 

Fig. 8 Energy balance of the UMES in S3: (a) electricity balance; (b) gas balance; (c) heat balance; (d) cooling balance. 
 

       

          
(a)                                                               (b)                                                              (c)                                                               (d) 

Fig. 9 Energy balance of the UMES in S6: (a) electricity balance; (b) gas balance; (c) heat balance; (d) cooling balance. 

 

5 10 15 20
-60

-40

-20

0

20

40

60

E
le

ct
ri

ci
ty

 b
al

an
ce

 (
M

W
)

 Supply  EHP  EES

 CHP  DG  Electricity load curtailment

5 10 15 20
-40

-30

-20

-10

0

10

20

30

40

G
as

 b
al

an
ce

 (
M

W
)

 Supply  CHP  GB

5 10 15 20
-60

-40

-20

0

20

40

60

C
o
o
li

n
g

 b
al

an
ce

 (
M

W
)

 EHP  IS  Cooling load curtailment

 AB  TCL  Cooling load

0 5 10 15 20 25
0

40

80

120

E
n

er
g

y
 s

to
ra

g
e 

(M
W

)

 EES   TES  

 IS   Temperature of TCL

25.90

25.95

26.00

26.05

T
em

p
er

at
u

re
 o

f 
T

C
L

 (
℃

)

5 10 15 20
-60

-40

-20

0

20

40

60

E
le

ct
ri

ci
ty

 b
al

an
ce

 (
M

W
)

Time (hour)

5 10 15 20
-40

-30

-20

-10

0

10

20

30

40

G
as

 b
al

an
ce

 (
M

W
)

Time (hour)

5 10 15 20
-60

-40

-20

0

20

40

60

C
o
o
li

n
g

 b
al

an
ce

 (
M

W
)

Time (hour)

0 5 10 15 20 25
0

40

80

120

E
n

er
g

y
 s

to
ra

g
e 

(M
W

)

Time (hour)

 EES   TES  

 IS   Temperature of TCL

25.90

25.95

26.00

26.05

T
em

p
er

at
u

re
 o

f 
T

C
L

 (
℃

)

5 10 15 20
-60

-40

-20

0

20

40

60

E
le

ct
ri

ci
ty

 b
al

an
ce

 (
M

W
)

 Supply  EHP  EES

 CHP  DG  Electricity load curtailment

5 10 15 20
-40

-30

-20

-10

0

10

20

30

40

G
as

 b
al

an
ce

 (
M

W
)

 Supply  CHP  GB

5 10 15 20
-25

-20

-15

-10

-5

0

5

10

15

20

25

H
ea

t 
b

al
an

ce
 (

M
W

)

 CHP  AB  Heat load curtailment

 GB  TES  Heat load

5 10 15 20
-60

-40

-20

0

20

40

60

C
o
o
li

n
g

 b
al

an
ce

 (
M

W
)

 EHP  IS  Cooling load curtailment

 AB  TCL  Cooling load

5 10 15 20
-60

-40

-20

0

20

40

60

E
le

ct
ri

ci
ty

 b
al

an
ce

 (
M

W
)

Time (hour)

5 10 15 20
-40

-30

-20

-10

0

10

20

30

40

G
as

 b
al

an
ce

 (
M

W
)

Time (hour)

5 10 15 20
-25

-20

-15

-10

-5

0

5

10

15

20

25

H
ea

t 
b

al
an

ce
 (

M
W

)

Time (hour)

5 10 15 20
-60

-40

-20

0

20

40

60

C
o
o
li

n
g

 b
al

an
ce

 (
M

W
)

Time (hour)

5 10 15 20
-60

-40

-20

0

20

40

60

E
le

ct
ri

ci
ty

 b
al

an
ce

 (
M

W
)

 Supply  EHP  EES

 CHP  DG  Electricity load curtailment

5 10 15 20
-40

-30

-20

-10

0

10

20

30

40

G
as

 b
al

an
ce

 (
M

W
)

 Supply  CHP  GB

5 10 15 20
-25

-20

-15

-10

-5

0

5

10

15

20

25

H
ea

t 
b

al
an

ce
 (

M
W

)

 CHP  AB  Heat load curtailment

 GB  TES  Heat load

5 10 15 20
-60

-40

-20

0

20

40

60

C
o

o
li

n
g

 b
al

an
ce

 (
M

W
)

 EHP  IS  Cooling load curtailment

 AB  TCL  Cooling load

5 10 15 20
-60

-40

-20

0

20

40

60

E
le

ct
ri

ci
ty

 b
al

an
ce

 (
M

W
)

Time (hour)

5 10 15 20
-40

-30

-20

-10

0

10

20

30

40

G
as

 b
al

an
ce

 (
M

W
)

Time (hour)

5 10 15 20
-25

-20

-15

-10

-5

0

5

10

15

20

25

H
ea

t 
b

al
an

ce
 (

M
W

)

Time (hour)

5 10 15 20
-60

-40

-20

0

20

40

60

C
o

o
li

n
g

 b
al

an
ce

 (
M

W
)

Time (hour)

This article has been accepted for publication in IEEE Transactions on Industry Applications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TIA.2022.3232099

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Universidade de Macau. Downloaded on December 27,2022 at 13:19:24 UTC from IEEE Xplore.  Restrictions apply. 



11 

> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

To sum up, the UMES can well balance the energy supply 

and demand in most scenarios. When severe failure happens, 

load curtailment may occur, and CMS is required. Moreover, 

the UMES is highly dependent on energy storage to balance 

energy production and demand in different time periods, as well 

as to improve cost-efficiency. The degradation cost of energy 

storage is relatively small compared with other costs. The 

equivalent energy storage of TCL is active in the CMS. 

Although the volume is small, its comfort cost is also lower than 

other kinds of costs, which might be a good potential resource 

to improve the operational reliability of the system. 

C. Impacts of TCLs on the operational reliabilities  

In this case, based on the conclusions derived from the last 

case, we further study the impact of both the physical energy 

storage and the equivalent energy storage by TCL on the 

operational reliability of UMES. First, three scenarios S1, S2, 

and S3 are compared. S1 is the base scenario. In S2, the TCL is 

not regarded as the equivalent energy storage in the CMS. In S3, 

the comfort zone of the TCL is expanded to [22, 30] ℃ 

compared with the comfort zone [24, 28] ℃ in S1.  

The operational reliabilities of UMES in three scenarios are 

presented in Fig. 10. It can be seen that the electricity reliability 

indices 
elEDNS and 

elLOLP  are close in the three scenarios. 

This indicates the participation of TCL in the CMS has little 

impact on electricity reliability. By comparing S1 and S2, the 

average EDNS and LOLP of the cooling energy increase by 

17.49% and 28.05% in S2, respectively. By comparing S1 and 

S3, the average EDNS and LOLP of the cooling energy reduce 

by 6.55% and 7.39%, respectively. Therefore, TCL’s 

participation in CMS improves the operational reliability of the 

UMES, though the volume of the TCL is small.  

The effect of physical energy storage in improving 

operational reliability is validated by three scenarios from S4 ~ 

S6. In S4, an IS with identical physical parameters is added to 

the UMES. In S5, an IS is removed from the UMES. In S6, an 

IS that has the identical equivalent capacity as TCL (2.10 MW) 

is supplemented. The simulation results are presented in Fig. 11. 

It can be seen that the increase in IS will significantly improve 

the operational reliability of both electricity and cooling 

energies. With an additional IS storage in S4, the average 

EDNS and LOLP of electricity reduce by 17.38% and 1.36%, 

respectively; the EDNS and LOLP of cooling energy reduce by 

56.78% and 34.55%, respectively. With the removal of an IS in 

S5, the average EDNS and LOLP of the electricity increase by 

19.61% and 5.09%, respectively; and the EDNS and LOLP of 

cooling energy increase by 109.15 % and 53.19 %, respectively. 

S3 and S6 are compared to demonstrate the functions of the 

physical energy storage of IS and the equivalent energy storage 

of TCL. The increased capacity of the IS in S6 and equivalent 

energy storage in S3 are the same. However, the reliability in 

S6 is inferior to S3. The EDNS and LOLP of cooling energy in 

S6 are 2.44% and 4.31% larger than those in S3, because the 

TCL is a distributed resource with higher overall reliability. 

Thus, the reliability of UMES with TCLs is better than that with 

ISs in cases with the same increased capacity of energy storage. 

D. Impacts of EESs on the operational reliabilities 

The impact of EESs on the overall operational reliabilities of 

the UMES is studied in this section. First, we compare EESs 

with different capacities to show the impacts of EES sizing [55]. 

Two additional scenarios S7 and S8 are set to compare with the 

base scenario S1 in the last section. The capacities of each EES 

in S7 and S8 are set to 0.75 and 1.25 times of the original value, 

respectively.  

The operational reliabilities of the UMES are presented in 

Fig. 12. We find that the operational reliabilities of electricity 

are significantly improved with the increase of EES capacity. 

From S2 to S1, and S1 to S3, the average EDNSs are reduced 

by 9.67% and 11.36%, respectively, and the LOLP is also 

reduced by 9.05% and 6.66%, respectively. This is because, 

  

  
(a)                                                       (b) 

Fig. 10 Operational reliabilities of the UMES with different TCL settings: (a) 

EDNS; (b) LOLP. 
 

 

  
(a)                                                       (b) 

Fig. 11 Operational reliabilities of UMES with different energy storages: (a) 

EDNS; (b) LOLP. 
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TABLE Ⅲ OPERATING CONDITIONS AND COST IN REPRESENTATIVE 

SCENARIOS 

 S1 S2 S3 S4 

Heat produced by GBs 
(MWh) 

80.36 111.77 105.70 86.43 

Cooling produced by ABs 

(MWh) 
112.66 72.57 156.52 132.15 

Heat exchanged by TESs 
(MWh) 

23.74 16.00 21.10 23.74 

Cooling exchanged by ISs 

(MWh) 
287.46 286.29 281.34 192.96 

Variation of TCL 

temperature 
0.49% 100% 100% 100% 

Cooling load curtailment 

(MWh) 
0 30.16 20.69 26.66 

Energy purchasing cost (¥) 4.81×105 4.71×105 5.06×105 4.94×105 

Load curtailment cost (¥) 0 6.82×105 4.68×105 6.02×105 

Degradation cost of energy 

storages (¥) 
7.05×103 7.12×103 7.59×103 7.52×103 

Comfort cost of TCLs (¥) 36.66 2.24×104 2.24×104 2.68×104 
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with the increase of EES capacity, the UMES can use more 

electricity stored in the EES if the CHP or some of the EESs 

fail. The heat and cooling supplies do not tightly rely on the 

EES, and therefore the operational reliabilities of heat and 

cooling energies are almost the same in three scenarios. It 

means that the increase in the size of the EES is not that cost-

efficient for improving the reliabilities of heat and cooling 

energies. 

Second, to reflect the practical characteristics of the EES, we 

further set up three groups of comparative studies. In group 1, 

considering the nonlinear aging properties of the EES, the 

change in UMES’s operational reliabilities caused by different 

EES conditions is compared. Two additional scenarios S9 and 

S10 are set to compare with S1. In S9, the EESs have never 

been cycled before. In S10, the EESs have been cycled 40000 

times. In group 2, we set scenario S11, which considers the 

nonlinear relations between charging/discharging power and 

the SOC. Its operational reliabilities are compared with S1. In 

group 3, the impacts of the response time of energy storages on 

operational reliabilities are investigated. Two scenarios S12 and 

S13 are set, where the response times of TESs and ISs are set to 

0.5 and 1 hour, respectively. 

The operational reliabilities of the UMES with different EES 

cycle times are presented in Fig. 13. We find that the cycle times 

have only a little impact on the operational reliabilities of the 

UMES. The EDNS of the electricity, and the LOLPs are almost 

the same. From scenarios S10 to S1, and from S1 to S9, the 

average EDNSs of the cooling energy decrease by 1.04% and 

0.31%, respectively. This is because the cycle times affect the 

degradation cost in charging/discharging actions. Even in S10 

where the degradation cost is high, it is still lower than the load 

curtailment cost. Therefore, the load curtailment is not affected, 

and the reliability indices in the three scenarios are almost the 

same. 

The operational reliabilities of the UMES with/without 

considering the nonlinear charging/discharging power are 

presented in Fig. 14. We can find that the nonlinear 

charging/discharging power affects the cooling energy more 

than the electricity energy. From S1 to S11, the reliability 

indices of the electricity are almost the same, while the EDNS 

and LOLP of the cooling energy increase by 1.23% and 1.45%, 

respectively. This is because by considering the nonlinear 

relationships, the discharging power of EES during the load 

peak hours decreases. The CHP needs to switch the operating 

mode to generate more electricity. Thus, the heat production is 

reduced, which affects the cooling production of AB. The 

reliability of cooling energy becomes inferior. 

The operational reliabilities of the UMES with different 

response times are compared in Fig. 15. We find that the by 

considering the response time, the reliabilities of cooling 

energies become inferior. Compared with S1, the EDNSs of 

cooling energy in S12 and S13 increase by 1.18% and 1.15%, 

respectively. The LOLPs of cooling energy in S12 and S13 

increase by 1.15% and 1.31%, respectively. Especially for 

EDNS, they increase in different patterns. This is because by 

considering the slower response time, the equivalent charging 

powers of IS and TES are reduced. In S12, the reduction of 

equivalent charging power is relatively slight, which mainly 

impacts 12:00-15:00 where the reliance on ISs is relatively 

 
(a)                                                       (b) 

Fig. 12 Operational reliabilities of the UMES with different EES capacities: (a) 

EDNS; (b) LOLP.  

 

 

 
(a)                                                       (b) 

Fig. 13 Operational reliabilities of the UMES with different EES cycle times: 
(a) EDNS; (b) LOLP.  

 

 

 
(a)                                                       (b) 

Fig. 14 Operational reliabilities of the UMES with/without considering the 
nonlinear charging/discharging power: (a) EDNS; (b) LOLP. 

 

 

  
Fig. 15 Operational reliabilities of the UMES with different response times: (a) 
EDNS; (b) LOLP. 
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small. While in S13, the reduction of equivalent charging power 

is more severe. It mainly impacts 16:00-17:00, during which the 

UMES heavily relies on the IS to provide cooling energy. 

Ⅶ. CONCLUSIONS 

This paper proposes an operational reliability evaluation 

framework of UMES, considering the flexibility provided by 

the equivalent energy storage from TCL. First, the concept of 

DEH is proposed as a unified tool to characterize the dynamic 

relationships between different components in the UMES. Then, 

the multi-state operational reliability of equivalent energy 

storage from the aggregated TCLs, as well as other key 

components in the UMES are modeled using the reliability 

equivalent technique. Moreover, the CMS of UMES is 

formulated, considering the degradation and comfort costs of 

different types of energy storage. Finally, an operational 

reliability evaluation procedure embedded with simplified 

Bender decomposition is developed. 

By investigating typical contingency states, the numerical 

results validate the effectiveness of both physical and 

equivalent energy storages in minimizing load curtailment and 

saving operating costs. From the operational reliability 

perspective, we find that though the volume of TCL is relatively 

small, it has good performance in improving the operational 

reliability of UMES.  

The DEH model proposed in this paper describes the physical 

characteristics of UMES within the control theory framework. 

Thus, it lays a foundation for observability and controllability 

analysis in the future. The models, technical framework, and 

quantitative results in this paper can be used to assist the system 

operator in the day-ahead schedule, reliability management, 

economic or risk-based optimal control, etc., in the UMES. The 

combination of dynamics of thermal rating in the transmission 

lines and energy storages can exhibit better performance in the 

operational reliability. Therefore, future works can be further 

carried out considering the network topology by incorporating 

dynamics of thermal rating, gas flow, heat flow, energy storages, 

etc., into the reliability evaluation of UMES.  

APPENDIX 

A. Specific Form of the Dynamic Energy Hub Model 

The specific elements of the DEH model are elaborated as 

follows. The energy flows between the node i  and gas, 

electricity, heat, and cooling buses are denoted as g

if , e

if , h

if , 

and c

if , respectively. It should be noted that there is more than 

one choice for state variables, control variables, and output 

variables. Here we choose the capacity of EES, TES, IS, and 

TCLs as the state variables 8 9 10 11 12, , , ,
T

es es es es es =  x , 

choose the energy flows in the DEH as the control variables

3 4 5 7 8 13 6 9 14 10 15, , , , , , , , , ,
T

g g e e e e h h h c cf f f f f f f f f f f =  u , and choose 

the energy consumption of DEH as output variables 

1 2,
T

g ef f =  y . The equation (2) is governed by three sets of 

constraints: the energy conservation constraints for energy 

buses, the energy conversion relationships for devices, and the 

charging and discharging constraints for energy storages. 

Assuming the direction of energy flow into the energy bus as 

positive, the specific elements of coefficient matrixes can be 

obtained as follows: 0=α ; elements in β are 

1,5 2,8 3,10 1  = = = − , 
4,1 3

h = − , 4,2 4 = − , 4,3 =

5

hCOP− , 4,7 4,8 4,9   = = = , 
5,3 5(1 ) cCOP = − − , 5,7 =

6( 1) − , and 5,10 5,11 1  = = − ; 0=χ ; elements in δ  are 

1,1 1 = − , 1,2 1 = , 
2,1 3

e = , and 2,3 2,4 2,5 2,6 1   = = = = − ; 

3

h  and 3

c  are the heat production and electricity generation 

efficiencies of CHP, respectively; 4  is the efficiency of GB; 

6  is the efficiency of AB; 5

cCOP  and 5

hCOP  are the 

coefficient of performance of EHP for cooling and heating 

modes, respectively. 

B. Calculation of Cycle Depth for EES 

Take the discharging process as an example, the increase in 

cycle depth of the EES j  can be written as: 

 max

, 8, , 8,/e

j k j k jf t es =    (43) 

where t  is the length of each time step. 

The cycle life loss of the EES 
j is a function of cycle depth

j , which can be expressed as [45]: 

 4 2.03  5.24 10( )j j
− =    (44) 

C. Quadratic Fitting of PPD Function 

The PDD function in its original form can be written as [46]:  

 
( )4 20.03353 )( ) 0 (.2179

 100 95( )
PMV T PMV T

PPD T e
− +

= −  (45) 

where PMV  is the Predicted Mean Vote index, which can be 

calculated as: 
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(46) 

where M  is the metabolic rate; W is mechanical work; aP  is 

water vapor pressure; 
clt  is the clothing temperature; 

rt  is 

mean radiant temperature; clf  is the area coefficient of 

clothing; ch  is the convective heat transfer coefficient. 

Then, the PPD can be fitted as a quadratic function as [47]: 

 2 0.3222 1 226.754( ) 17. 074 8PPD T T T= − +  (47) 

where we assume the most comfortable temperature is 26 ℃ in 

summer. 
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