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A B S T R A C T

The residential air conditioners (RACs) are increasing rapidly in urban power systems and have been widely
considered as good regulation resources for improving the system flexibility and resiliency. However, in
practical power systems, it is difficult to comprehensively acquire millions of RACs’ operating data and
buildings’ thermal data, which makes the available regulation capacity of RACs tricky to evaluate. To address
this issue, this paper proposes a Gaussian Mixture Model (GMM)-based evaluation method by utilizing partial
easily observable data. First, a control framework of large-scale RACs is developed to provide regulation
services for the power system. Based on the thermal–electrical models of RACs and buildings, a quantification
method of the available regulation capacities is proposed under the premise of guaranteeing all the users’
comfortable indoor temperatures. Considering the practical condition of insufficient data acquisition of large-
scale heterogeneous RACs, a GMM-based evaluation method is designed to calculate the probability of semi-info
RACs’ expected regulation capacities by sampling a small portion of full-info RACs’ characteristics. Moreover,
the Expectation Maximization Algorithm and the Bayesian Information Criterion are employed to optimize
the multi-dimensional parameters and the component number of the GMM, which significantly improve the
evaluation accuracy with lower complexity. The proposed models and methods are verified in a demonstration
project on demand response in China.
1. Introduction

Distributed renewable energies (e.g., winds and solar photovoltaics)
are increasing rapidly, which brings more fluctuating output power
to urban power systems [1]. Hence, more flexibility is needed to
consume intermittent renewable energies [2] and maintain the system
balance [3]. With the gradual phasing-out of traditional generating
units (e.g., thermal generators and gas turbines) [4], more attentions
are shifted from supply-side to demand-side [5], i.e., regulating load
resources to provide flexibility by utilizing Internet of Things tech-
nologies [6]. In particular, residential air conditioners (RACs) are one
of the most important flexible loads in urban power systems [7],
because RACs consume more than half of the electricity at home [8]
and can be regulated within the users’ comfortable indoor temperature
constraints [9].

Many studies have been carried out to regulate RACs to provide
flexibility [10]. For example, Lu [11] proposes a direct load control
algorithm for RACs to provide balancing services, which can maintain
all the users’ desired indoor temperatures [12]. Chen et al. [13] model
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RACs as a virtual power plant and employ a reinforcement learning
method to optimize the power consumption of RACs [14], which shows
RACs have large regulation flexibility within the users’ comfortable
constraints [15]. Besides, Song et al. [16] model RACs as thermal
batteries to work with lithium-ion batteries for improving the system
flexibility, which verifies RACs can be compatible with traditional
energy storage resources [17]. RACs are also equivalent to traditional
thermal generating units to participate in the frequency regulation ser-
vices [18], where RACs even show better regulation performance than
traditional generators [19]. Apart from the benefits to power systems,
users can also decrease the energy cost [20] or obtain profits [21]
by authorizing their RACs to participate in the regulation services.
Furthermore, many demonstration projects have also been carried out.
For example, in New York of America, Avangrid company provides
free self-install smart kits to customers, which can achieve the remote
control of RACs to participate in regulation services. In Bornholm of
Denmark, the EcoGrid EU project is implemented to control RACs and
other small-scale loads to participate in the real-time electricity mar-
ket [22]. Besides, a project by the name of friendly interactive system
142-0615/© 2022 Elsevier Ltd. All rights reserved.
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of supply and demand sides are carried out in Jiangsu Province, China,
where RACs are regulated to decrease the peak–valley differences of
loads [23].

In most power system’s operation framework, the system operator
is responsible for globally optimizing different kinds of regulation re-
sources (e.g., thermal power generators, hydraulic turbines, etc.) [24].
For example, the optimization and dispatch interval is set as 15 min
in many power systems around the world [25]. Before each round of
dispatch (i.e., 15 min earlier), the thermal power generators, hydraulic
turbines, etc should submit their available regulation capacities to the
system operator [26], so that the power system can reserve sufficient
regulation capacities for maintaining stability. However, the system
operator generally does not directly optimize or control flexible loads
due to the large individual number. Flexible loads are aggregated and
regulated by a control center, which is usually held by a distribution
system operator, a load serving entity, or an aggregator [27]. For con-
venience, the control center is uniformly called the aggregator of RACs
in this paper [28]. The aggregator is responsible for evaluating the
total available regulation capacity of RACs and submitting this data to
the power system operator. However, the operating number and power
of RACs are significantly affected by users’ stochastic behaviors and
the changeable weather [29]. Compared with the regulation capacities
provided by traditional generating units, the regulation capacities of
RACs are tricky to evaluate quantitatively and accurately. There are
mainly three difficulties:

Large-scale number : The capacity of one thermal generating unit
is around 60 ∼ 100 MW or even higher, while the rated power of one
RAC is only 1 ∼ 3 kW [30]. Even for the central RAC systems that gen-
erating cooling capacity for the whole house, the rated power is only
around 6.5 ∼ 10 kW, which is still far less than one generating unit.
Therefore, in order to provide significant regulation capacity similar as
one generating unit, up to 100,000 RACs may need to be aggregated to
participate in the regulation. That is to say, the aggregator has to detect
and process millions of parameters to evaluate the available regulation
capacity in real time [31], which brings vast computational complexity.

Insufficient data: One RAC’s regulation capacity is influenced by
lots of factors [32], including the corresponding building’s thermal
capacity and resistance, the RAC’s rated power and energy efficiency
ratio (EER), the outdoor ambient temperature, the real-time indoor
temperature, and the user’s comfortable temperature requirement [33].
Some data can be easily detected while some data are difficult to obtain.
For example, the RAC’s operating power and the building’s indoor
temperature can be easily detected by widely used smart meters and
temperature sensors, respectively [34]. However, the building’s thermal
capacity and resistance are related to various parameters, such as the
house area, volume, ceiling, wall materials, windows and cracks [35].
They are difficult to be comprehensively obtained by the aggregator,
especially for millions of buildings [36]. Hence, in practical power
systems, the aggregator has to evaluate the total regulation capacity
of RACs based on partially observable data.

Heterogeneity : In urban power systems, the RACs, buildings and
users are all highly heterogeneous [37]. For example, RACs have dif-
ferent brands, rated power and EERs. Buildings have different areas,
volumes, wall materials and so on [38]. Users have different comfort-
able requirements on their indoor temperatures at different time of
a day [39]. Combining these three kinds of varieties together makes
the thermal and electrical models of RACs become extremely compli-
cated [40]. More seriously, in the condition with millions of RACs,
obtaining these heterogeneous data building-by-building is impractical.
The heterogeneity significantly increases the evaluation difficulty of
RACs’ regulation capacity.

Confronted by the above difficulties, some evaluation methods
are proposed and attempt to solve this problem. For example, Zhang
et al. [41] develops a plug-and-play learning framework to automat-
2

ically identify the thermal model of each thermal zone in a building
without manual configuration. Nevertheless, this method is based on
a large number of smart devices. The cost may be high and not
appropriate for millions of RACs nowadays. Xie et al. [42] propose
a moment estimation method and a probability density estimation
method to calculate the RACs’ regulation capacity. However, these two
methods are based on the assumption of normally distributed users,
RACs and buildings [43], which cannot deal with large-scale randomly
distributed RACs. Cui et al. [44] develop a capacity-time evaluation
framework for RACs to quantify the regulation capacity, while this
method is based on the accurate thermal–electrical model parameters
and cannot be used in the condition of insufficient data acquisition. Cai
et al. [45] and Javed et al. [46] propose to utilize the most sophisticated
artificial neural network for evaluating the regulation capacity, while
the complexity and computation efficiency increase the implementation
difficulty in practical power systems.

To address the aforementioned issues, this paper proposes a Gaus-
sian Mixture Model (GMM)-based evaluation method for RACs by
utilizing partial easily observable data. First, a control framework of
large-scale RACs is developed to provide regulation services for the
power system. Based on the thermal–electrical models of RACs and
buildings, a quantification method of the available regulation capacities
is proposed under the premise of guaranteeing all the users’ com-
fortable indoor temperatures. Considering the practical condition of
insufficient data acquisition of large-scale heterogeneous RACs, a GMM-
based evaluation method is designed to calculate the probability of
semi-info RACs’ expected regulation capacities by sampling a small
portion of full-info RACs’ characteristics. Moreover, the Expectation
Maximization (EM) algorithm and the Bayesian Information Criterion
(BIC) are employed to optimize the multi-dimensional parameters and
the component number of the GMM, which significantly improve the
evaluation accuracy with lower complexity. The proposed models and
methods are verified using the realistic data of a demonstration project
in China.

The remainder of this paper is organized as follows. Section 2
presents the regulation framework and thermal–electrical model of
RACs. Section 3 formulates the GMM and the optimization methodolo-
gies for evaluating large-scale heterogeneous RACs’ regulation capac-
ity. Numerical studies and result analysis are presented in Section 4.
Finally, Section 5 concludes this paper.

2. Regulation framework and model of RACs

2.1. Regulation framework of RACs

Fig. 1 shows the regulation framework of RACs. Each RAC is con-
nected with a power line to get energy for generating cooling capacity.
The aggregator is responsible for evaluating the available regulation ca-
pacity and regulating RACs to provide flexibility for the power system.
When system stable operation is threatened by the fluctuating output
power of renewable energies or the sudden disturbances of loads, the
RACs will be controlled to adjust their operating power to assist the
system balance. For example, it is assumed that a sudden reduction
of renewable energies leads to the decrease of system frequency in
Fig. 1. Then RACs will be controlled to reduce their operating power to
provide up regulation services. The duration time is from 𝑡I to 𝑡II. The
regulation requirement (including the regulation capacity and duration
time) is based on the aggregator’s submitted value before each round
of dispatch (e.g., 15 min).

In order to increase the willingness of users for participating in
regulation services, most aggregators tend to promise that the users’
comfortable requirements on their indoor temperatures are guaranteed
all the time. Hence, each RAC’s regulation capacity and duration time
should be constrained in some ranges to avoid uncomfortable indoor
temperature. For example, if a building’s indoor temperature wants
to be maintained under 25 ℃, the corresponding RAC’s regulation
capacity and duration time may be constrained to be less than 1 kW and
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Fig. 1. The regulation framework of RACs.
15 min, respectively. Besides, the regulation capacity is also affected by
the duration time. Under the same indoor temperature constraint and
outdoor ambient temperature, this RAC’s available regulation capacity
may be smaller with the increase of the duration time. Therefore, the
available regulation capacities of RACs should be evaluated considering
the users’ requirements, the buildings’ characteristics, the real-time
ambient temperature, and the regulation duration time, which will be
illustrated in detail in the next two Sections 2.2 and 2.3.

Moreover, as described in Section 1, some data of the thermal–
electrical models are difficult to be obtained by the aggregator. As
shown in Fig. 1, here we choose two kinds of most common easily ob-
servable data to evaluate the regulation capacity: each RAC’s operating
power and the corresponding room’s indoor temperature, which can
be detected by widely used smart meters and temperature sensors. The
specific GMM-based evaluation method will be presented in detail in
Section 3.

2.2. Thermal–electrical model of RACs

The thermal model of buildings installed with RACs can be ex-
pressed as [11]:

𝐶𝑖
𝜕𝜃𝑖(𝑡)
𝜕𝑡

=
𝜃𝑜(𝑡) − 𝜃𝑖(𝑡)

𝑅𝑖
−𝑄𝑖(𝑡), ∀𝑖 ∈ ,∀𝑡 ∈  , (1)

where 𝜃𝑖(𝑡) and 𝜃𝑜(𝑡) are the 𝑖th building’s indoor temperature (in ◦C)
and the outdoor ambient temperature (in ◦C) at time 𝑡, respectively.
Symbols 𝐶𝑖 and 𝑅𝑖 are the thermal capacity (in kJ/◦C) and the thermal
resistance (in ◦C/kW) of the 𝑖th building, respectively. The parameter
 is the set of RACs. Symbol 𝑄𝑖 is the cooling capacity (in kW) of the
𝑖th RAC, which can be calculated as:

𝑄𝑖(𝑡) = 𝜂𝑖𝑃𝑖(𝑡), ∀𝑖 ∈ ,∀𝑡 ∈  , (2)

where 𝜂𝑖 and 𝑃𝑖(𝑡) are the EER and operating power (in kW) of the
𝑖th RAC, respectively. Generally, the values of EER distribute among
2.6 ∼ 3.6 [18]. With the increase of EER, the same power energy can
generate more cooling capacity.

In the stable operating state, the indoor temperature is generally
maintained to be equal to the set value, i.e., 𝜃𝑖(𝑡) = 𝜃set

𝑖 (𝑡). Then the cor-
responding RAC’s operating power can be calculated from Eqs. (1)–(2)
as:

𝑃𝑖(𝑡) =
𝜃𝑜(𝑡) − 𝜃set

𝑖 (𝑡)
, ∀𝑖 ∈ ,∀𝑡 ∈  . (3)
3

𝜂𝑖𝑅𝑖
2.3. Regulation capacity of RACs within user comfort constraints

When RACs are controlled to provide regulation services for the
power system, the most straight forward approach is to shut off all the
RACs directly. Then the regulation capacity can be easily obtained by
summarizing the RACs’ initial operating power:

𝑃RACs(𝑡) =
𝑁
∑

𝑖=1
𝑃𝑖(𝑡), ∀𝑖 ∈ ,∀𝑡 ∈  . (4)

However, this evaluation method is impracticable, because this
ON–OFF method probably has significant impact on users’ indoor tem-
perature comforts. Most research and practical projects have shifted to
regulating RACs within the users’ comfort constraints. In this paper, it is
assumed that all the users can set their comfortable indoor temperature
ranges, i.e., 𝜃𝑖 ∈ [𝜃set

𝑖 − 𝜃dev
𝑖 , 𝜃set

𝑖 + 𝜃dev
𝑖 ]. Our problem is to evaluate

the RAC’s available regulation capacity within this comfortable indoor
temperature range. Based on Eqs. (1)–(2), the indoor temperature
deviation during the regulation process can be obtained by:

∫

𝑡II

𝑡I
𝐶𝑖d𝜃𝑖(𝑡) = ∫

𝑡II

𝑡I

𝜃𝑜(𝑡) − 𝜃𝑖(𝑡)
𝑅𝑖

d𝑡 − ∫

𝑡II

𝑡I
𝜂𝑖𝑃

II
𝑖 (𝑡)d𝑡, ∀𝑖 ∈ ,∀𝑡 ∈  , (5)

where 𝑃 II
𝑖 (𝑡) is the 𝑖th RAC’s operating power during the regulation

period. It should be within the physical operational ranges, i.e., 𝑃 II
𝑖 (𝑡) ∈

[0, 𝑃 rated
𝑖 ]. It is assumed that the operating power 𝑃 II

𝑖 (𝑡) and the outdoor
ambient temperature 𝜃𝑜(𝑡) keep constant during the regulation process
(generally within 15 min). Then Eq. (5) can be calculated as:

𝑃 II
𝑖 =

𝜃reg
𝑜

𝜂𝑖𝑅𝑖
−

𝜃II
𝑖 + 𝜃I

𝑖
2𝜂𝑖𝑅𝑖

−
𝐶𝑖(𝜃II

𝑖 − 𝜃I
𝑖 )

𝜂𝑖𝑇𝐷
, ∀𝑖 ∈ , (6)

where 𝑇𝐷 is the regulation duration time (i.e., 𝑇𝐷 = 𝑡II − 𝑡I); 𝜃
reg
𝑜 is the

outdoor ambient temperature during the regulation process; 𝜃I
𝑖 and 𝜃II

𝑖
are the indoor temperatures at the beginning and ending time of the
regulation, respectively.

To evaluate the maximum regulation capacity, the indoor temper-
ature after the regulation 𝜃II

𝑖 should be within the 𝑖th user’s comfort
constraints, i.e., 𝜃II

𝑖 ∈ [𝜃set
𝑖 − 𝜃dev

𝑖 , 𝜃set
𝑖 + 𝜃dev

𝑖 ]. There are two typical
regulation services, i.e., the up and down regulation services. The up
regulation service is for increasing the power system frequency by
decreasing the RACs’ operating power. In this scenario, the 𝑖th RAC’s
maximum regulation capacity can be obtained by allowing the indoor
temperature to increase to the upper bound, i.e., 𝜃II

𝑖 = 𝜃set
𝑖 + 𝜃dev

𝑖 .
By contrast, the down regulation service is for decreasing the power



International Journal of Electrical Power and Energy Systems 142 (2022) 108269H. Hui et al.

b
i

w
e
m
𝑖
b
{

3
R

3

i
t
a
𝑇
𝜃
s
a
(
t
r
p
a

R
w
t
b
1
a

i
R

R
k
(

u
r
c
w



system frequency by increasing the RACs’ operating power. In this
scenario, the 𝑖th RAC’s maximum regulation capacity can be obtained
y allowing the indoor temperature to decrease to the lower bound,
.e., 𝜃II

𝑖 = 𝜃set
𝑖 −𝜃dev

𝑖 . Based on Eq. (6) and the 𝑖th RAC’s initial operating
power, the 𝑖th RAC’s maximum up and down regulation capacities can
be calculated as follows:

⎧

⎪

⎨

⎪

⎩

𝑃 reg,up
𝑖 = 𝑃 I

𝑖 − 𝑃 II
𝑖 = 𝑃 I

𝑖 −
𝜃reg
𝑜

𝜂𝑖𝑅𝑖
+

𝜃set
𝑖 +𝜃dev

𝑖 +𝜃I
𝑖

2𝜂𝑖𝑅𝑖
+

𝐶𝑖(𝜃set
𝑖 +𝜃dev

𝑖 −𝜃I
𝑖 )

𝜂𝑖𝑇𝐷
, ∀𝑖 ∈ ,

𝑃 reg,down
𝑖 = 𝑃 II

𝑖 − 𝑃 I
𝑖 = 𝜃reg

𝑜
𝜂𝑖𝑅𝑖

−
𝜃set
𝑖 −𝜃dev

𝑖 +𝜃I
𝑖

2𝜂𝑖𝑅𝑖
−

𝐶𝑖(𝜃set
𝑖 −𝜃dev

𝑖 −𝜃I
𝑖 )

𝜂𝑖𝑇𝐷
− 𝑃 I

𝑖 , ∀𝑖 ∈ ,

(7)

here 𝑃 I
𝑖 is the 𝑖th RAC’s operating power at time 𝑡I, which can be

asily detected by smart meters. Symbols 𝑃 reg,up
𝑖 and 𝑃 reg,down

𝑖 are the
aximum available up and down regulation capacities provided by the

th RAC, respectively. Hence, the total regulation capacities of RACs can
e calculated by:

𝑃 reg,up
RACs =

∑𝑁
𝑖=1 𝑃

reg,up
𝑖 , ∀𝑖 ∈ ,

𝑃 reg,down
RACs =

∑𝑁
𝑖=1 𝑃

reg,down
𝑖 , ∀𝑖 ∈ .

(8)

. Regulation capacity evaluation of large-scale heterogeneous
ACs

.1. Problem formulation

As shown in Eqs. (6)–, the RAC’s regulation capacity depends on the
ndoor temperature 𝜃I

𝑖 and 𝜃II
𝑖 , the building’s thermal resistance 𝑅𝑖, the

hermal capacity 𝐶𝑖, the RAC’s EER 𝜂𝑖, the outdoor temperature 𝜃reg
𝑜 ,

nd the regulation beginning time 𝑡I, and the regulation duration time
𝐷. The RACs’ operating power 𝑃𝑖(𝑡) and buildings’ indoor temperature
𝑖(𝑡) can be monitored by widely used smart meters and temperature
ensors, respectively. Hence, parameters 𝑃 I

𝑖 , 𝜃
I
𝑖 and 𝜃reg

𝑜 can be detected
t the beginning of the regulation. Moreover, the regulation signals
including the regulation beginning time 𝑡I and the regulation duration
ime 𝑇𝐷) are from the aggregator. The comfortable indoor temperature
anges 𝜃set

𝑖 and 𝜃dev
𝑖 are preset values from users. Therefore, the above

arameters can be detected by terminal devices easily and considered
s known observable parameters.

By contrast, other parameters of the buildings (i.e., 𝑅𝑖, 𝐶𝑖), and
ACs (i.e., 𝜂𝑖) are hard to be obtained by the aggregator, especially
hen the number of RACs reaches million level. Here we propose using

he GMM to evaluate the total regulation capacity of RACs (i.e., 𝑃 reg
RACs)

2

y sampling 𝛼% parameters of RACs. The sampling share 𝛼% can be
% or even less, so as to substantially reduce the difficulty of data
cquisition.

For convenience, this paper labels the sampled 𝛼% of RACs as full-
nfo RACs with the set 𝛼 ⊂ , and labels the other RACs as semi-info
ACs with the set 𝛽 ⊂ . The total set of RACs is , which satisfies
𝛼
⋃

𝛽 =  and 𝛼
⋂

𝛽 = ∅. The regulation capacities of full-info
ACs (i.e., 𝑃 reg

𝑖,𝛼 ) in the set 𝛼 can be calculated based on Eqs. (6)–. The
ey problem is to evaluate the regulation capacities of semi-info RACs
i.e., 𝑃 reg

𝑖,𝛽 ) in the set 𝛽 based on the following data:

1. Parameters 𝑃 I
𝑖 , 𝜃I

𝑖 , 𝜃
set
𝑖 and 𝜃dev

𝑖 of all the RACs (i.e., ∀𝑖 ∈ ).
2. Parameters 𝑅𝑖, 𝐶𝑖 and 𝜂𝑖 of the 𝛼% of RACs (i.e., ∀𝑖 ∈ 𝛼 ⊂ ).
3. The total number of RACs 𝑁 , the number of full-info RACs 𝑁𝛼 ,

the number of semi-info RACs 𝑁𝛽 , the outdoor ambient temper-
ature 𝜃reg

𝑜 , the regulation beginning time 𝑡I, and the regulation
duration time 𝑇𝐷.

2 Note that a RAC in the operating state can decrease its power to provide
p regulation services, which can also increase its power to provide down
egulation services, as shown in the Eq. . Both these two regulation capacities
an be evaluated by the proposed GMM method. To simplify the expression,
e use 𝑃 reg to indicate 𝑃 reg,up and 𝑃 reg,down in Section 3.
4

RACs 𝑖 𝑖
3.2. Developing GMM for RACs

First, the multi-dimensional vector of the full-info RACs’ parameters
in set 𝛼 can be formed as:

𝒙𝑖 = [𝑃 I
𝑖 , 𝜃

I
𝑖 , 𝜃

set
𝑖 , 𝜃dev

𝑖 ]𝑇 , ∀𝑖 ∈ 𝛼 . (9)

Then the sample set of full-info RACs can be expressed as:

 = [𝒙1,𝒙2,… ,𝒙𝑁𝛼
]. (10)

As for arbitrary vectors 𝒙 in  , the joint probability density function
(PDF) can be expressed as:

 (𝒙) = 1
(2𝜋)𝑑∕2|𝐷|

1∕2
exp [−1

2
(𝒙 − 𝒖)𝑇𝐷−1(𝒙 − 𝒖)], ∀𝒙 ∈  , (11)

where 𝑑 is the dimension of the vector 𝒙. Symbols 𝒖 and 𝐷 are the mean
value and covariance matrix of the vector 𝒙, which can be expressed
as:

𝒖 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑢1
𝑢2
⋮
𝑢𝑑

⎤

⎥

⎥

⎥

⎥

⎦

, 𝐷 =

⎡

⎢

⎢

⎢

⎢

⎣

𝛿11 𝛿12 ⋯ 𝛿1𝑑
𝛿21 𝛿22 ⋯ 𝛿2𝑑
⋮ ⋮ ⋱ ⋮
𝛿𝑑1 𝛿𝑑2 ⋯ 𝛿𝑑𝑑

⎤

⎥

⎥

⎥

⎥

⎦

. (12)

The GMM is composed of multiple PDFs, which can be calculated
by:

𝑓 (𝒙) =
𝐾
∑

𝑘=1
𝜋𝑘 ⋅ (𝒙|𝒖𝑘, 𝐷𝑘), (13)

𝐾
∑

𝑘=1
𝜋𝑘 = 1, 𝜋𝑘 > 0, ∀𝒙 ∈  ,∀𝑘 ∈ , (14)

where 𝐾 is the total number of components in GMM. Symbol  (𝒙|𝒖𝑘,
𝐷𝑘) indicates the 𝑘th PDF. Symbol 𝜋𝑘 is the weight of the 𝑘th PDF,
which is also called the prior probability of choosing the 𝑘th PDF. The
weight 𝜋𝑘 should be larger than 0, and the summation of all the weights
should be equal to 1.

Based on the GMM in Eqs. (13)–(14), the regulation capacities of
the 𝑖th RAC in set 𝛽 can be obtained by:

𝑃 reg
𝑖,𝛽 =

𝐾
∑

𝑘=1
𝑝𝑘(𝒙𝑖) ⋅ 𝑃

reg
𝑘,𝛼 , ∀𝑖 ∈ 𝛽 ,∀𝑘 ∈ , (15)

where 𝑝𝑘(𝒙𝑖) is the probability of the vector 𝒙𝑖 belonging to the 𝑘th PDF
in GMM; 𝑃 reg

𝑘,𝛼 features the expected regulation capacity of RACs in set
𝛼 in the 𝑘th component of the GMM. These two parameters can be

calculated as follows:

𝑝𝑘(𝒙𝑖) =
𝜋𝑘 ⋅ (𝒙𝑖|𝒖𝑘, 𝐷𝑘)

𝑓 (𝒙𝑖)
, ∀𝑖 ∈ 𝛽 ,∀𝑘 ∈ , (16)

𝑃 reg
𝑘,𝛼 =

∑𝑁𝛼
𝑖=1 𝑃

reg
𝑖,𝛼 ⋅ 𝑝𝑘(𝒙𝑖)

∑𝑁𝛼
𝑖=1 𝑝𝑘(𝒙𝑖)

, ∀𝑖 ∈ 𝛼 ,∀𝑘 ∈ . (17)

Therefore, the regulation capacity of RACs in the set 𝛽 can be
evaluated by Eq. (15) according to the probability in Eq. (16) and the
expected regulation capacity in Eq. (17).

3.3. EM algorithm for optimizing GMM parameters

The regulation capacity evaluation method in Eqs. (15)–(17) is
based on the GMM in Eqs. (11)–(14). However, the parameters (𝐾, 𝜋𝑘,
𝒖𝑘, 𝐷𝑘) in Eqs. (11)–(14) are unknown, because the sample set  of
full-info RACs is an incomplete data set. Actually, we do not know the
vector 𝒙𝑖 belongs to which component in GMM and cannot use the max-
imum likelihood estimation algorithm [47]. To address this issue, the
EM algorithm is proposed to obtain these multi-dimensional parameters
in GMM. Specifically, there are two steps: the expectation-step (E-step)
and the maximization-step (M-step).
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In the E-step, a latent variable vector 𝒛 with 𝐾 dimensions is intro-
duced, which can indicate the vector 𝒙𝑖 comes from the 𝑘th component.
Hence, the data set  can be extended to a complete data set  :

= [𝒙𝑖, 𝒛𝑖] = [𝒙𝑖, 𝑧𝑖,1, 𝑧𝑖,2,… , 𝑧𝑖,𝐾 ], ∀𝑖 ∈ 𝛼 , (18)

here 𝑧𝑖,𝑘 can only be equal to 0 or 1. The summation is equal to
, i.e., ∑𝐾

𝑘=1 𝑧𝑖,𝑘 = 1. For example, when the data set  has three
omponents (i.e., 𝐾 = 3), the latent variable 𝒛𝑖 = (1, 0, 0), 𝒛𝑖 = (0, 1, 0),
nd 𝒛𝑖 = (0, 0, 1) indicate the vector 𝒙𝑖 is generated by the first, second,
nd third component in the GMM, respectively.

Based on the complete data set  , the posterior probability of the
ector 𝒙𝑖 generated by the 𝑘th component in GMM can be expressed as
𝑘(𝒛𝑘 = 1|𝒙𝑖). For simplifying the following expression, we use 𝛾𝑖,𝑘 to
enote the 𝑝𝑘(𝒛𝑘 = 1|𝒙𝑖). Based on the Bayesian formula and the total
robability formula, the 𝛾𝑖,𝑘 can be calculated by:

𝑖,𝑘 ≜ 𝑝𝑘(𝑧𝑘 = 1|𝒙𝑖)

=
𝑃 (𝑧𝑘 = 1) ⋅ 𝑝𝑘(𝒙𝑖|𝑧𝑘 = 1)

𝑝𝑘(𝒙𝑖)

=
𝑃 (𝑧𝑘 = 1) ⋅ 𝑝𝑘(𝒙𝑖|𝑧𝑘 = 1)

∑𝐾
𝑘=1 𝑃 (𝑧𝑘 = 1) ⋅ 𝑝𝑘(𝒙𝑖|𝑧𝑘 = 1)

=
𝜋𝑗
𝑘 ⋅ (𝒙𝑖|𝒖

𝑗
𝑘, 𝐷

𝑗
𝑘)

∑𝐾
𝑘=1 𝜋

𝑗
𝑘 ⋅ (𝒙𝑖|𝒖

𝑗
𝑘, 𝐷

𝑗
𝑘)
,

∀𝑖 ∈ 𝛼 ,∀𝑗 ∈  ,∀𝑘 ∈ , (19)

where 𝑝𝑘(𝒙𝑖|𝑧𝑘 = 1) is the prior probability; 𝜋𝑗
𝑘 is the probability

of the vector 𝒙𝑖 coming from the 𝑘th component; 𝑗 indicates the
iteration times of the optimization for calculating 𝜋𝑗

𝑘, 𝒖𝑗𝑘 and 𝐷𝑗
𝑘. Note

that the samples in each component are assumed to follow a normal
distribution, i.e., 𝑝𝑘(𝒙𝑖|𝑧𝑘 = 1) =  (𝒙𝑖|𝒖

𝑗
𝑘, 𝐷

𝑗
𝑘). Parameters 𝜋𝑗

𝑘, 𝒖𝑗𝑘 and
𝐷𝑗

𝑘 are variables to be solved.
Based on the 𝛾𝑖,𝑘 in Eq. (19), we can obtain the Q-function of the

GMM:

 = 𝐸𝒛[ln 𝑝( , 𝒛|𝜋𝑗 , 𝒖𝑗 , 𝐷𝑗 )| , 𝜋𝑗 , 𝒖𝑗 , 𝐷𝑗 ]

=
𝐾
∑

𝑘=1

(𝑁𝛼
∑

𝑖=1
𝛾𝑖,𝑘 ln𝜋

𝑗
𝑘 +

𝑁𝛼
∑

𝑖=1
𝛾𝑖,𝑘 ln (𝒙𝑖|𝒖

𝑗
𝑘, 𝐷

𝑗
𝑘)

)

, (20)

∀𝑖 ∈ 𝛼 ,∀𝑗 ∈  ,∀𝑘 ∈ ,

where 𝐸𝒛 is the expectation of the conditional probability distribution
𝑝(𝒛| , 𝜋𝑗 , 𝒖𝑗 , 𝐷𝑗 ) for the latent variable vector 𝒛 under samples  and
parameters (𝜋𝑗 , 𝒖𝑗 , 𝐷𝑗);  is the Q-function, which will be utilized in
the next M-step.

In the M-step, the iteration model in the next time is calculated by
maximizing the Q-function, which is expressed as:
[

𝜋𝑗+1
𝑘 , 𝒖𝑗+1𝑘 , 𝐷𝑗+1

𝑘

]

= arg max(), ∀𝑗 ∈  ,∀𝑘 ∈ . (21)

Get derivative with respect to the variables (𝜋𝑗
𝑘, 𝒖𝑗𝑘, 𝐷𝑗

𝑘) and let the
equations be equal to 0:
𝜕
𝜕𝜋𝑗

𝑘

= 0, 𝜕
𝜕𝒖𝑗𝑘

= 0, 𝜕
𝜕𝐷𝑗

𝑘

= 0, (22)

we can get the optimized parameters (𝜋𝑗+1
𝑘 , 𝒖𝑗+1𝑘 , 𝐷𝑗+1

𝑘 ) for the (𝑗+1)-th
iteration:

𝜋𝑗+1
𝑘 = 1

𝑁𝛼

𝑁𝛼
∑

𝑖=1
𝛾𝑖,𝑘,∀𝑖 ∈ 𝛼 ,∀𝑗 ∈  ,∀𝑘 ∈ , (23)

𝒖𝑗+1𝑘 =
∑𝑁𝛼

𝑖=1 𝛾𝑖,𝑘𝒙𝑖
∑𝑁𝛼

𝑖=1 𝛾𝑖,𝑘
, ∀𝑖 ∈ 𝛼 ,∀𝑗 ∈  ,∀𝑘 ∈ , (24)

𝑗+1
𝑘 =

∑𝑁𝛼
𝑖=1 𝛾𝑖,𝑘‖𝒙𝑖 − 𝒖𝑗𝑘‖

2

∑𝑁𝛼
𝑖=1 𝛾𝑖,𝑘

,∀𝑖 ∈ 𝛼 ,∀𝑗 ∈  ,∀𝑘 ∈ . (25)

The EM algorithm can converge after several repetitions of the
-step and M-step. The ending criterion of the iteration is that the

𝑗+1 𝑗
5

-function does not have significant increase, i.e.,  − ≤ 𝜀. i
.4. BIC for optimizing GMM component number

Based on the Eq. (18)–(25), the parameters of the GMM can be
ptimized. However, the total number of components in the GMM
i.e., 𝐾) is not optimized. Here, the BIC is employed to select the
est component number 𝐾. The BIC can generally be regarded as a
itting degree for selecting the best model of all the samples, which is
xpressed as:

IC = 𝐾 ln𝑁𝛼 − 2 ln. (26)

q. (26) includes two items. The first item is composed of the total
umber of components 𝐾 and the number of full-info RACs 𝑁𝛼 , which
eatures the complexity. The second item in the Eq. (26) is related
o the log-likelihood function value ln, which features the accuracy.
n other words, the BIC model considers the complexity and accuracy
f the GMM, which will be smaller with the increase of ln and the
ecrease of 𝐾 and 𝑁𝛼 . Therefore, the GMM is considered to be better
ith a smaller BIC value to decrease the complexity and increase the
ccuracy. The whole implementation procedure of the proposed GMM-
ased regulation capacity evaluation method for RACs is shown in
ig. 2.

. Case study

.1. Test system

The test system is based on a realistic demonstration project in
hina, in which the total number of RACs and corresponding buildings

are 100,000. The buildings’ thermal parameters are based on the
esign standard for residential buildings (JGJ134-2010) [48]. The EER
f RACs 𝜂𝑖 distributes among 2.6 ∼ 3.6. The set temperature of each
AC 𝜃set

𝑖 distributes among 18 ∼ 27 ℃ according to heterogeneous
sers’ requirements [49]. The maximum deviation of the indoor tem-
erature 𝜃dev

𝑖 is 2 ℃ from the set values. The sample parameter 𝛼%
s set as 1%, i.e., 1000 samples of full-info RACs. At the beginning of
he regulation, the indoor temperature is generally near the set value
n most buildings, i.e., 𝜃I

𝑖 ≈ 𝜃set
𝑖 . Hence, without loss of generality, we

an simplify the multi-dimensional vector of RACs’ parameters 𝒙𝑖 in
q. (9) into a two-dimensional vector 𝒙𝑖 = [𝑃 I

𝑖 , 𝜃
I
𝑖 ]. Besides, considering

he outdoor temperature has significant influence on the regulation
apacity of RACs as shown in Eq. (1), here we use the differences
etween the outdoor and indoor temperature (i.e., 𝜃reg

𝑜 − 𝜃I
𝑖 ) to replace

I
𝑖 to characterize the RAC’s regulation capacity, i.e., 𝒙𝑖 = [𝑃 I

𝑖 , 𝜃
reg
𝑜 −𝜃I

𝑖 ].
he outdoor ambient temperature adopts the realistic test data in the
emonstration project with 15 min resolution, as shown in Fig. 3. Three
ypical case studies are carried out in this paper:

Case 1: It is assumed that the system has a peak power at noon,
nd RACs are required to provide up regulation services. The beginning
ime is at 12:30 pm. The regulation duration period 𝑇𝐷 is 15 min. The
utdoor ambient temperature 𝜃reg

𝑜 is 37 ℃.

Case 2: It is assumed that the system has a valley power at night,
nd RACs are required to provide down regulation services. The begin-
ing time is at 04:00 am. The regulation duration period 𝑇𝐷 is 15 min.
he outdoor ambient temperature 𝜃reg

𝑜 is 29 ℃.

Case 3: Based on the fluctuating outdoor ambient temperature in
ig. 3 and the RACs’ real-time operating power in Fig. 4, continuously
valuate the available up and down regulation capacities.

The test system is implemented using Python with an Intel core

7-9700 CPU @3.00 GHz with 16.0 GB RAM.
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Fig. 2. The implementation procedure of the GMM-based evaluation method.
Fig. 3. The outdoor ambient temperature.

4.2. Evaluation results of up regulation capacity

The up regulation service begins at 12:30 pm and lasts for 15 min.
Fig. 5 shows the initial distribution of full-info RACs. It can be seen
that the operating power distributes among 0 ∼ 7 kW. The temperature
differences between the outdoor and indoor distribute among 10 ∼ 19
℃ (i.e., the users’ set temperatures are among 18 ∼ 27 ℃ considering
the outdoor temperature is 37 ℃). On the whole, there are mainly
two kinds of RACs: (i) small split RACs with the operating power of
1 ∼ 2.5 kW for cooling single rooms; (ii) central RACs with a larger
operating power of 3.5 ∼ 7 kW for cooling all the rooms of a house.

In order to select the best component number in the GMM, the BIC
is calculated based on Eq. (26). As shown in Fig. 6, the BIC can get
the minimum value when the component number 𝐾 is set as 3. That
is to say, 𝐾 = 3 can get the best balance between the accuracy and
complexity of the GMM. When the component number 𝐾 is larger than
3, the accuracy of the GMM can get improved, while the complexity
6

Fig. 4. The initial total operating power of RACs.

gets increased more quickly. It can further impact the generalization
ability and the computational efficiency, especially when there are
millions of RACs. To illustrate this problem, the results of RACs based
on GMMs with different component numbers are shown in Fig. 7, Fig. 8
and Table 1.

As shown in Fig. 7, there are three components. The first kind of
RACs in component 𝑘 = 0 represent some small split RACs with the
operating power of 1 ∼ 1.5 kW. These RACs may be mainly used in
small bedrooms with a relatively higher set temperature (23 ∼ 27 ℃).
The second kind of RACs in component 𝑘 = 1 represent some small split
RACs with the operating power of 1 ∼ 3 kW. They are similar with the
first kind of RACs while with wider set temperature ranges (20 ∼ 26
℃), which may be mainly used in living rooms or some bedrooms with
lower set temperature. The RACs in component 𝑘 = 2 in Fig. 7 have
larger operating power (3.5 ∼ 7 kW), which are mainly central RACs.
Compared with split RACs in the previous two components, the central
RACs generally have lower set temperature and consume more energy.
Because the air tightness and thermal insulation of large spaces are
generally lower than that of small rooms.
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Fig. 5. The distribution of RACs’ operating power and outdoor–indoor temperature
differences in Case 1.

Fig. 6. Bayesian information criterion for determining the component number of GMM
in Case 1.

Fig. 7. The GMM with 3 components for evaluating RACs’ regulation capacity in Case
1.

Based on the Eq. (17), the above three components in Fig. 7 have
different expected regulation capacities, which are 𝑃 reg,up

0,𝛼 = 0.264 kW,
𝑃 reg,up
1,𝛼 = 0.179 kW, and 𝑃 reg,up

2,𝛼 = 0.590 kW. The 𝑃 reg,up
1,𝛼 is less than

𝑃 reg,up
0,𝛼 , because the set temperatures of most RACs in component 𝑘 = 1

are lower than the set values in component 𝑘 = 0. To maintain a
lower indoor temperature, the RAC have to keep operating in relatively
7

Fig. 8. The GMM with 15 components for evaluating RACs’ regulation capacity in Case
1.

Table 1
Evaluation results of up regulation capacities in case 1.
𝐾 Up regulation Evaluation Computation Increase

capacity/MW accuracy/% time/s of time/%

3 31.20 98.48% 24.50 N/A
5 31.19 98.45% 27.63 12.78%
10 31.29 98.76% 32.04 30.77%
15 31.10 98.17% 37.44 52.82%
20 31.02 97.91% 43.03 75.63%

higher power. Moreover, the central RACs have the largest expected
regulation capacity 𝑃 reg,up

2,𝛼 , because they have larger operating power.
Actually, compared with the 3 ∼ 6 times operating power than the
split RACs in component 𝑘 = 0, the central RACs only have about
twice available regulation capacities of the split RACs. This is because
the low air tightness and thermal insulation of large spaces equate to
decreasing the thermal resistance, which is unfavorable for RACs to
provide regulation capacities.

To illustrate the effect of component number in GMM, we also
shows the GMM results with the component number of 15 in Fig. 8.
It achieves a more precise classification of different kinds of RACs,
while it can decrease the generalization ability and the computational
efficiency. As shown in Table 1, based on the optimized GMM with the
component number 𝐾 = 3, the evaluation accuracy of the regulation
capacity can reach 98.48% by utilizing 24.50s computation time. This
illustrates the effectiveness of the proposed GMM method for evaluating
the RACs’ up regulation capacity. Furthermore, with the increase of
component number, the evaluation accuracy is almost unchanged or
even lower because of insufficient generalization ability in 𝐾 = 20 sce-
nario. More seriously, the computation time is increased significantly
to be more than 75.63%. This illustrates the effectiveness of the EM
algorithm and BIC method for determining appropriate parameters in
GMM.

4.3. Evaluation results of down regulation capacity

The down regulation service begins at 04:00 am and lasts for
15 min. Fig. 9 shows the initial distribution of full-info RACs. Compared
with Fig. 5, the operating power becomes smaller and distributes
among 0 ∼ 5 kW. Especially some central RACs shift their operating
power from 3.5 ∼ 7 kW at noon to 2 ∼ 5 kW at night. The main reason
is the temperature differences between the outdoor and indoor become
smaller from 10 ∼ 19 ℃ in Fig. 5 to 2 ∼ 12 ℃ in Fig. 9. It contributes
to the decrease of the operating power.

Similar with the up regulation in Case 1, the BIC is employed to
select the best component number in GMM. As shown in Fig. 10, the
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Fig. 9. The distribution of RACs’ operating power and outdoor–indoor temperature
differences in Case 2.

Fig. 10. Bayesian information criterion for determining the component number of
GMM in Case 2.

BIC can get the minimum value when the component number 𝐾 is
set as 5. On this basis, we can obtain the GMM, as shown in Fig. 11.
The split RACs are clustered into 3 components, i.e., 𝑘 = 0 ∼ 2.
The central RACs are clustered into 2 components, i.e., 𝑘 = 3 ∼ 4.
Based on the Eq. (17), the expected regulation capacities of RACs
in the above five components are as follows: 𝑃 reg,down

0,𝛼 = 0.323 kW,

𝑃 reg,down
1,𝛼 = 0.805 kW, 𝑃 reg,down

2,𝛼 = 0.728 kW, 𝑃 reg,down
3,𝛼 = 0.279 kW,

𝑃 reg,down
4,𝛼 = 0.185 kW. Then we can obtain the evaluated regulation

capacity of RACs, as shown in Table 2.

To illustrate the effect of component number in GMM, we also
shows the GMM results with the component number of 20 in Fig. 12.
It achieves a more precise classification of different kinds of RACs,
while it can decrease the generalization ability and the computational
efficiency. As shown in Table 2, based on the optimized GMM with the
component number 𝐾 = 5, the evaluation accuracy of the regulation
capacity can reach 98.69% by utilizing 27.94 s computation time. This
illustrates the effectiveness of the proposed GMM method for evaluating
the RACs’ down regulation capacity. Furthermore, with the increase
of component number, the evaluation accuracy is almost unchanged,
while the computation time is increased significantly to be more than
56.87%. This illustrates the effectiveness of the EM algorithm and BIC
method for determining appropriate parameters in GMM.
8

Fig. 11. The GMM with 5 components for evaluating RACs’ regulation capacity in Case
2.

Table 2
Evaluation results of down regulation capacities in case 2.
𝐾 Down regulation Evaluation Computation Increase

capacity/MW accuracy/% time/s of time/%

5 37.80 98.69% 27.94 N/A
10 37.73 98.51% 33.52 19.97%
15 37.81 98.72% 39.27 40.55%
20 37.79 98.67% 43.83 56.87%

Fig. 12. The GMM with 20 components for evaluating RACs’ regulation capacity in
Case 2.

4.4. Continuously dynamic evaluation of up and down regulation capacities

Based on the outdoor temperature in Fig. 3 and the RAC’s operating
power in Fig. 4, the available up and down regulation capacities can
be evaluated continuously, as shown in Fig. 13.3 It can be seen that the
up regulation capacity is almost equal to the down regulation capacity
at night (i.e., 00:00∼08:00 and 20:00∼24:00), because the maximum
increasing and decreasing deviations of the indoor temperature are

3 Note that the continuously evaluated regulation capacities assume the
RACs do not provide regulation service at the previous period. That is to
say, the evaluation in Fig. 14 is based on the initial operating power before
the regulation. For example, if the RACs are controlled to provide regulation
service at time 𝑡, the available up and down regulation capacities at time 𝑡+1
should be re-evaluated based on the updated RACs’ operating states after the
regulation.
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Fig. 13. The available up and down regulation capacities of RACs.

Fig. 14. The feasible regulation regions of the RACs’ operating power.

both set as 2 ℃ (i.e., 𝜃dev
𝑖 = 2 ℃). Besides, the outdoor temperature is

relatively stable at night, which causes similar up and down regulation
capacities at night.

By contrast, the up regulation capacity is obviously less than the
down regulation capacity in the day (i.e., the shadow area during
08:00∼20:00). In other words, the RACs’ operating power can be
increased larger to provide down regulation service in the day, while
it can be decreased smaller to provide up regulation service in the day.
The reason is that the difference between the indoor and outdoor tem-
peratures will be higher with the decrease of the indoor temperature,
which leads to a larger heat conductivity. In other words, the high
outdoor ambient temperature in the hot day can lead to the increase of
the indoor temperature more easily, which constrains the decrease of
the RAC’s operating power in the cooling state. This conclusion warns
that in practical power systems, the up regulation capacity from RACs
is more likely to be insufficient in the day. The power system operator
probably needs to reserve larger up regulation capacity from other
resources to guarantee the system stability.

Based on the available up and down regulation capacities in Fig. 13,
we can obtain the feasible regulation regions of RACs’ operating power,
as shown in Fig. 14. The increasing and decreasing regions are the
flexibility of RACs, which can be used directly by the power system
operator to guide the regulation services.

4.5. Effect analysis of sampling shares of full-info RACs

To illustrate the impact of 𝛼%, three scenarios with different 𝛼%
are compared in this subsection, including 𝛼% = 0.1%, 1%, and 10%.
9

Table 3
Evaluation results of up regulation capacities in different sampling shares.
𝛼% 𝐾 Up regulation Evaluation Computation Increase

capacity/MW accuracy/% time/s of time/%

0.1% 3 30.65 96.74% 22.15 −9.59%
1% 3 31.20 98.48% 24.50 N/A
10% 4 31.43 99.21% 32.27 31.71%

The corresponding samples of full-info RACs are set as 100, 1000 and
10,000. Similar with Case 1, it is assumed that the system has a peak
power at noon, and RACs are required to provide up regulation services.
The beginning time is at 12:30 pm. The regulation duration period 𝑇𝐷
is 15 min. The outdoor ambient temperature 𝜃reg

𝑜 is 37 ℃.
The results are shown in Table 3. The up regulation capacities are

evaluated as 30.65 MW, 31.20 MW and 31.43 MW, respectively. The
evaluation accuracy increases from 96.74% to 99.21% when the sample
parameter 𝛼% is increased from 0.1% to 10%. It verifies the evaluation
error of the RACs’ regulation capacity generally becomes smaller with
the increase of 𝛼%, because more realistic data of full-info RACs can
be obtained by the aggregator and less semi-info RACs need to be
evaluated. For example, if 𝛼% is set as 100%, all the parameters will
be detected and the evaluation results can be regarded as the accurate
value. However, a larger 𝛼% also increases the computation time, which
is increased to be more than 31.71% in the 𝛼% = 10% scenario. More
seriously, the construction cost for obtaining 10,000 samples of full-
info RACs is 10 times than obtaining 1000 samples in the 𝛼% = 1%
scenario. Therefore, the proposed GMM method can deal with different
sample parameters while the choice principle depends on a balance
between the evaluation accuracy and the cost. In practical projects, if
the requirement on the evaluation accuracy is higher than 95%, the
sample parameter 𝛼% can be set as 0.1% ∼ 10%.

5. Conclusion

This paper proposes a GMM-based evaluation method of the RACs’
regulation capacity by utilizing partial easily observable data. The
control framework and thermal–electrical models of large-scale RACs
are developed to provide regulation services for the power system.
The proposed GMM-based evaluation method considers the practical
condition of insufficient data acquisition and employs the EM algorithm
to optimize the multi-dimensional parameters. The BIC is utilized to
optimize the component number in GMM. The results show that the
regulation capacity can be evaluated with more than 98% accuracy
within 30 s, which can satisfy the application requirement of day-ahead
and intra-day dispatch. The proposed GMM-based evaluation method
can promote the utilization of demand-side regulation resources in the
near future smart grid paradigm.
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