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Abstract—Thermostatically controlled load (TCL, such as heating, ventilation, and air conditioning system) is a desirable demand-side flexibility source in distribution networks. It can participate in regulation services and mitigate power imbalances from fluctuating distributed renewable generation. To effectively utilize the load flexibility from spatially and temporally distributed TCLs in a distribution network, it is necessary to consider power flow constraints to avoid possible voltage or current violations. Published works usually adopt optimal power flow models (OPF) to describe these constraints. However, these models require accurate topology of the distribution network that is often unobservable in practice. To bypass this challenge, this paper proposes a novel learning-based OPF to optimize TCLs for regulation services. This method trains three regression multi-layer perceptrons (MLPs) based on the distribution network’s historical operation data to replicate its power flow constraints. The trained MLPs are further equivalently reformulated into linear constraints with binary variables so that the optimization problem becomes a mixed-integer linear program that can be effectively solved. Numerical experiments based on the IEEE 123-node test system validate that the proposed method can achieve better TCL power scheduling performance with guaranteed feasibility and optimality than other state-of-art models.
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I. INTRODUCTION

To diminish fossil fuel consumption and mitigate global warming, distributed renewable generation has been broadly integrated into distribution networks. In 2020, newly installed renewable generation capacity has reached to 198 GW [1]. However, the growing penetration of distributed renewable generation provokes a vital threat to system stability since its intermittent and stochastic characteristics probably aggravate the imbalance between the demand- and generation-sides [2]. Thus, more flexible resources are required to participate in regulation services [3], [4]. Operation flexibility is traditionally provided by generating units, such as thermal or gas turbine power plants, which are usually costly and carbon-intensive [5]. With the progress of information and communication technologies, utilizing demand-side flexibility is becoming feasible and economical [6], [7]. The power consumption of thermostatically controlled loads (TCLs), such as heating, ventilation, and air conditioning (HVAC) systems, accounts for a large share in cities’ total power consumption. Due to the inherent heating/cooling storage ability of buildings, power scheduling of TCLs can be adjusted temporally with mild impacts on indoor thermal comfort [8], [9]. Many scholars have focused on how to schedule these TCLs to utilize their load flexibility as the regulation capacity for the minimization of the operation cost. References [10], [11] developed virtual battery models to evaluate or utilize the building thermal flexibility. In [12], a stochastic programming method was proposed to investigate the economic benefits of unlocking building flexibility. Reference [13] proposed a three-stage method to maximize the flexibility provided by district heating systems. In [14], the thermal inertia of district heating systems were exploited to provide flexibility to improve the utilization of distributed renewable generation. Reference [15] developed a model-predictive-control-based optimization framework to coordinate HVAC systems with distribution networks. Reference [16] aggregated multiple demand-side flexibility sources (e.g. HVAC loads, battery systems) in a three phase unbalanced network to support regulation services. References [17], [18] proposed optimal control strategies for the operation of TCLs and confirmed that providing frequency regulation and ensuring occupants’ thermal comfort can be achieved simultaneously. In [19], an experiment was conducted to verify that HVAC systems in commercial buildings can serve as frequency reserve providers to tracking automatic generation control signals.

Because many TCLs are usually connected to a distribution network, their operations shall satisfy the distribution network’s security operation constraints. However, the majority of the aforementioned papers, e.g. references [10]–[13], [17], [18], do not consider power flow constraints so that the obtained strategies may lead to voltage or current violations. To tackle this challenge, some other papers, e.g. references [14]–[16], adopt optimal power flow (OPF) models to consider the security constraints of distribution networks. However, OPF models require accurate topology information of a distribution network that is often unavailable because of unaware topology changes or inaccurate data maintenance [20].

Due to the widespread use of smart meters, obtaining the
historical operation data (i.e., bus power injections, bus voltages and line currents) becomes easier and cheaper. Thus, data-driven methods are paid attention recently for power scheduling in distribution networks. Generally speaking, three types of model-free methods have been proposed in the published papers to utilize the load flexibility from TCLs. The first type is reinforcement learning (RL) based methods. For example, reference [21] employed RL to maximize residential demand flexibility in distribution networks and reference [22] adopted RL for the control of battery energy storage systems to alleviate overvoltage issues. RL is fully data-driven and can optimize the power dispatch without topology. However, these RL-based methods require significant iterations of “trial-and-errors” for training, which can be quite expensive and can not guarantee optimality and feasibility theoretically. The second type is called “DeepOPF” proposed in [23]. DeepOPF trained a neural network to build the mapping between nodal power injections and the solution of optimal power flow models so that the solving procedure can be accelerated. However, it requires solutions of an optimal power flow model as data labels to train neural networks, so the topology is still indispensable. The last type is the classification-based method proposed in [24], [25]. This method trained a binary-classification multi-layer perceptron (MLP) to judge whether there is constraint violation with the given decision variables (i.e., judge the feasibility of solutions). Then, the MLP was reformulated into mixed-integer constraints to replicate power flow constraints. This method can also schedule TCLs without the topology because only historical operational data is required for the MLP training. Nevertheless, if we use this method to maximize the regulation capacity from TCLs, then the optimal solution may lie on the classification boundaries of the trained MLP. In that case, a desirable solution can be obtained only if these boundaries are well identified, which needs sufficient data samples near the boundaries. Unfortunately, most of the historical data samples are in normal conditions that are usually far away from boundaries in practice. Thus, this method may not be able to derive high-quality feasible solutions.

To overcome the aforementioned challenges, we propose a novel data-driven OPF model for the power scheduling of TCLs. Our major contributions are threefold:

1) We propose a novel learning-based OPF model by replicating power flow constraints and power loss calculation with trained regression MLPs. This model only needs historical operational data but does not require the topology. We further apply this model to the power scheduling of spatial-temporally distributed TCLs to provide regulation capacity to demonstrate its effectiveness.

2) We propose a new index called “safe distance,” which quantitatively describes the degree of power flow constraint violations, as prediction targets of the regression MLPs to improve the feasibility of the proposed method. Based on the safe distance, the regression MLPs can well identify the feasible/infeasible boundaries of power flow constraints even without samples near the boundaries.

3) Considering that the trained MLPs are intractable, we propose a linearization technique to explicitly convert them into linear constraints with binary variables. Then, the proposed TCL power scheduling problem subject to power flow constraints (replicated by MLPs) is reformulated into a mixed-integer linear program that can be efficiently solved by the Branch-and-Bound algorithm in off-the-shelf solvers with guaranteed optimality.

Numerical experiments based on the IEEE 123-bus test system are conducted to validate the proposed method. The results show that the proposed method can effectively utilize flexibility from TCLs to provide regulation services and promote renewable generation integration. Furthermore, even without rigorously describe power flow models, the proposed strategy can meet the security operation constraints well.

The remaining parts are organized as follows. Section II describes the problem formulation. Section III presents the construction of the proposed learning-based model. Section IV shows simulation results and Section V concludes this paper.

## II. PROBLEM FORMULATION

We consider a distribution network with multiple buildings equipped with flexible TCLs and distributed renewable generators. In this paper, we focus on how to find an optimal power scheduling strategy of TCLs to reduce their energy costs and even make revenue by providing regulation capacity to power systems. Meanwhile, this strategy shall satisfy the operation security constraints of the distribution network and thermal comfort requirements of the buildings. Without loss of generality, we use HVAC systems and PV generation as examples to represent the TCLs and distributed renewable generation in this paper, respectively.

### A. Modeling of distribution network

1) Energy cost: We use $t \in T$ to index the $t$-th time slot ($T = \{1, 2, \cdots, T\}$) and variable $G_t^G$ to represent the net power at the root node (substation) of the distribution network during $t$, in kW. Then, the energy cost of the distribution network for each time slot $EC_t$ can be expressed as follows

$$EC_t = \begin{cases} \eta^\text{buy} G_t^G \Delta t, & G_t^G > 0, \\ \eta^\text{sell} G_t^G \Delta t, & G_t^G < 0, \end{cases} \quad \forall t \in T, \tag{1}$$

where $\Delta t$ is the length of one time slot; parameters $\eta^\text{buy}$ and $\eta^\text{sell}$ represent the per-unit prices of electricity purchasing and selling, in $$/MWh; variable $G_t^G$ is the baseline net active power at the substation in time slot $t$. To directly express the different purchasing and selling prices in one time, two auxiliary variables $G_t^\text{buy}$ and $G_t^\text{sell}$ are introduced to equivalently express $G_t^G$, as follows

$$G_t^\text{buy} - G_t^\text{sell} = G_t^G, \quad G_t^\text{buy} \geq 0, \quad G_t^\text{sell} \geq 0, \quad \forall t \in T. \tag{2}$$

Then, Eq. (1) can be expressed as

$$EC_t = (\eta^\text{buy} G_t^\text{buy} - \eta^\text{sell} G_t^\text{sell}) \Delta t, \quad \forall t \in T. \tag{3}$$

2) Regulation revenue: The distribution network can utilize TCLs’ load flexibility to provide regulation capacity to the power system and make profit. The corresponding revenue (termed as regulation revenue), $R_t$, is determined by the
available capacity of the load flexibility provided by the entire distribution network during \( t \), which can be expressed as [16]:

\[
R_t = r_{\downarrow}^{\text{down}} C_{\text{up}}^{\text{up}} + r_{\uparrow}^{\text{up}} C_{\text{down}}^{\text{down}}, \quad \forall t \in \mathcal{T},
\]

where \( r_{\downarrow}^{\text{down}} \) and \( r_{\uparrow}^{\text{up}} \) are the per-unit regulation down and up prices, in $/MW; C_{\text{up}}^{\text{up}} \) and \( C_{\text{down}}^{\text{down}} \) are the flexibility capacities for regulation up and down during \( t \). These two capacities represent the capabilities to adjust the profile of the net active power at the substation from the baseline value, which quantifies the operational flexibility provided by TCLs and are defined as follows:

\[
C_{\text{up}}^{\text{up}} = G_t^{\text{g}_{\uparrow}} - G_t^{\text{g}_{\downarrow}}, C_{\text{down}}^{\text{down}} = G_t^{\text{g}_{\downarrow}} - G_t^{\text{g}_{\uparrow}}, \forall t \in \mathcal{T},
\]

\[
G_t^{\text{g}_{\uparrow}} \leq G_t^{\text{g}_{\downarrow}} \leq G_t^{\text{g}_{\uparrow}} \leq G_t^{\text{g}_{\downarrow}}, \quad \forall t \in \mathcal{T},
\]

where variables \( G_t^{\text{g}_{\uparrow}} \) and \( G_t^{\text{g}_{\downarrow}} \) denote the upper and lower bounds of the net active power at the substation. Note the down regulation requires the distribution network to increase its loads, so \( G_t^{\text{g}_{\uparrow}} - G_t^{\text{g}_{\downarrow}} \) represents the capacity for regulation down. Similarly, the capacity for regulation up is expressed as \( G_t^{\text{g}_{\downarrow}} - G_t^{\text{g}_{\uparrow}} \). This manner for quantifying operational flexibility is also adopted in some other references, e.g., [10], [16].

According to Eqs. (3) and (4), the energy cost depends on the actual net active power \( G_t^{\text{g}_{\uparrow}} \) (the baseline), while the regulation revenue is determined by the capacities for regulation up and down, i.e., \( C_{\text{up}}^{\text{up}} \) and \( C_{\text{down}}^{\text{down}} \) (these two capacities are constrained by \( G_t^{\text{g}_{\uparrow}} - G_t^{\text{g}_{\downarrow}} \)). Thus, the three net active powers, i.e., \( G_t^{\text{g}_{\uparrow}} \), \( G_t^{\text{g}_{\downarrow}} \) and \( G_t^{\text{g}_{\downarrow}} \), will be optimized at once in our problem. We adopt subscripts \( \downarrow \) and \( \uparrow \) to denote variables relevant to the corresponding scenarios (i.e. baseline scenario for \( G_t^{\text{g}_{\downarrow}} \), upper bound scenario for \( G_t^{\text{g}_{\uparrow}} \) and lower bound scenario for \( G_t^{\text{g}_{\downarrow}} \)), respectively.

3. Power flow model: Conventional power flow models are based on topology information. Since this paper focuses on the radial distribution network, the voltage and current magnitudes can be calculated by the DistFlow model [26], as follows:

\[
\begin{align*}
\sum_{k \in C_j} P_{j,k,t} &= p_{j,t} + P_{i,j,t} - r_{ij} I_{ij,t}^2, \\
\sum_{k \in C_j} Q_{j,k,t} &= q_{j,t} + Q_{i,j,t} - x_{ij} I_{ij,t}^2, \\
V_{j,t}^2 &= V_{i,t}^2 - 2(r_{ij} P_{i,j,t} + x_{ij} Q_{i,j,t}) + (r_{ij}^2 + x_{ij}^2) I_{ij,t}^2, \\
I_{ij,t}^2 &= \frac{P_{i,j,t}^2 + Q_{i,j,t}^2}{V_{ij,t}^2}, \\
\forall (i,j) &\in B, \forall t \in \mathcal{T},
\end{align*}
\]

where \( P_{j,k,t} \) and \( Q_{j,k,t} \) are the active and reactive power flows on branch \((i,j)\), respectively; \( P_{i,j,t} \) and \( Q_{i,j,t} \) denote the active and reactive power injections on bus \( j \), respectively; \( V_{i,t} \) and \( I_{ij,t} \) are the magnitudes of the voltage at bus \( i \) and current on branch \((i,j)\), respectively; \( r_{ij} \) and \( x_{ij} \) denotes the resistance and reactance of branch \((i,j)\), respectively. Symbol \( B \) represent the index set of branches. Set \( C_j \) contains the child bus indexes of bus \( j \). Based on the power balance, the values of net active powers can be calculated by

\[
G_t = I^T p_t = l_t, \quad \forall t \in \mathcal{T}.
\]

1Note that we assume the PV generation only outputs active power here. The proposed method can be readily extended to consider reactive PV power.
where \( \alpha_t = 1 - \Delta t/(R_i C_i) \), \( \beta_t = \Delta t/C_i \) and \( \gamma_t = \Delta t/(R_i C_i) \). Note that the indoor temperature in the previous time slot is \( \theta_{i,t-1} \) for all the three scenarios rather than \( \theta_{i,t-1}^{\text{in,}\{\cdot,\cdot,\cdot\}} \) because the regulation up/down capacities are always calculated based on the baseline working state. To prevent thermal discomforts, the indoor temperature should be restricted in a proper range

\[
\theta \leq \theta_{i,t}^{\text{in,}\{\cdot,\cdot,\cdot\}} \leq \overline{\theta}, \quad \forall i \in I, \forall t \in T,
\]

where \( \theta \) and \( \overline{\theta} \) are the lower and upper bounds of comfortable range, respectively. The active and reactive power consumption of HVAC systems are in proportion to the cooling supply

\[
p_{i,t}^{\text{HV,}\{\cdot,\cdot,\cdot\}} = h_{i,t}^{\text{HV,}\{\cdot,\cdot,\cdot\}}/\text{COP}_i, \quad \forall i \in I, \forall t \in T,
\]

\[
d_{i,t}^{\text{HV,}\{\cdot,\cdot,\cdot\}} = \phi_i \cdot p_{i,t}^{\text{HV}}, \quad \forall i \in I, \forall t \in T,
\]

where \( \text{COP}_i \) denotes the coefficient of performance of HVAC system; parameter \( \phi_i \) is the ratio of HVAC’s active load to the corresponding reactive load. Due to device limitations, the active and reactive power consumption of HVAC systems should be upper bounded by their maximum allowable values:

\[
p_{i,t}^{\text{HV,}\{\cdot,\cdot,\cdot\}} \leq \overline{p}, \quad d_{i,t}^{\text{HV,}\{\cdot,\cdot,\cdot\}} \leq \overline{d}, \quad \forall t \in T.
\]

C. Optimization problem formulation

We aim to schedule the cooling supply to minimize the energy cost minus regulation revenue. Meanwhile, the operational security constraints of the distribution network and the indoor thermal comforts of the buildings should not be violated after applying our TCL power scheduling strategy. Thus, the optimization problem is expressed as

\[
\min_{q_t^i, y_t \in T} \sum_{t=1}^{T} (EC_t - R_t), \quad (\text{P1})
\]

s.t. Eqs. (2)-(6), (7)-(11) \( \{\cdot,\cdot,\cdot\} \), (13)-(17).

We use superscript \( \{\cdot,\cdot,\cdot\} \) to mark the constraints in triplicate. For example, \( \{\cdot,\cdot,\cdot\} \) represents that constraint (20) will be replicated three times for the baseline, upper bound and lower bound scenarios, respectively. Eqs. (2)-(3) describe the calculation method of energy cost; Eqs. (4)-(6) calculate the available regulation capacities; Eqs. (7)-(11) present power flow constraints and Eqs. (13)-(17) represent the building thermal dynamics. By solving P1, we can quantify the feasibility of TCLs based on Eq. (5) and obtain the best operational strategy.

Unfortunately, solving P1 is challenging because it is based on the power flow model and needs accurate topology information of the distribution network that is often unavailable. Without the topology, we can not even establish the power flow constraints successfully. In this case, solving P1 may become an impossible task. On the contrary, the historical data (i.e. power injections, bus voltages and line currents) is easy to acquire with low costs due to the widespread use of smart meters. Thus, we propose a data-driven learning-based method to tackle it in the following section.

III. LEARNING-BASED OPTIMIZATION MODEL

A. Safe distance of security constraint

Firstly, in order to qualitatively describe the level of security constraint violations, we introduce two indicators, \( d_i^t \) and \( \delta_i^t \), to describe the voltage and current safe margins, termed as “safe distances”, as follows:

\[
d_i^t = \delta - \max(|V_{i,t} - 1|, \forall i \in I), \quad \forall t \in T,
\]

\[
\delta_i^t = \min(1 - I_{ij,t}/I_{ij,\text{max}}, \forall (i, j) \in E), \quad \forall t \in T,
\]

where, parameter \( \delta \) is the allowable maximum bus voltage fluctuation (e.g. if the allowable voltage range is [0.9 p.u., 1.1 p.u.]), then \( \delta = 0.1 \) p.u.; parameter \( I_{ij,\text{max}} \) is the maximum allowable magnitude of line current on branch \( (i, j) \). Note the safe distances in Eqs. (18) and (19) are based on the magnitude values. Thus, even if the current is a complex number or becomes negative, the violations of the line current limitation can still be obtained based on Eq. (19).

Obvious, the security constraint (11) can be satisfied only if all safe distances defined above are nonnegative:

\[
d_i^t \geq 0, \quad \delta_i^t \geq 0, \quad \forall t \in T.
\]

The voltage and current violations can be expressed as

\[
\psi_i^t = \max(-d_i^t, 0), \quad \psi_i^t = \max(-\delta_i^t, 0), \quad \forall t \in T.
\]

Fig. 1 is the schematic of the safe distances, in which the “safe region” refers to the space that has no violated security constraint. The horizontal and vertical axes represent the magnitudes of the line current and bus voltage, respectively.

B. Learning-based model for replicating security constraints

We assume that the historical data (i.e. power injections, bus voltages and line currents) is available. Instead of using the power flow model to build the voltage and current limitation, i.e. Eq. (11), we train two regression MLPs to predict the voltage and current safe distances, respectively. A typical MLP is composed of one input layer, \( K \) hidden layers, and one output layer, as shown in Fig. 2. Each neuron is made up of one linear mapping and a nonlinear activation function. In this paper, ReLU is employed as our activation function. Symbols \( k \) and \( n_k \) are used to index the hidden layers \( (k \in \mathcal{K} = \{1, \cdots, K\}) \) and neurons in the \( k \)-th hidden layer \( (n_k \in \mathcal{N}_k = \{1, \cdots, N_k\}) \). The inputs of MLPs are defined
as the active and reactive power injections defined in Eq. (9), which are controllable variables, as follows:

\[ x_t = [p_t, q_t], \quad \forall t \in T. \tag{22} \]

Then, the safe distances \( d^{(vc)}_t \) can be predicated by two different regression MLPs, as follows:

\[ h^{0,(vc)}_t = x_t, \quad \forall t \in T, \tag{23} \]

\[ z^{k,(vc)}_t = W_{k,(vc)} h^{k-1,(vc)}_t + b^{k,(vc)}_t, \quad \forall k \in K^{(vc)}, \forall t \in T, \tag{24} \]

\[ h^{k,(vc)}_t = \max(z^{k,(vc)}_t, 0), \quad \forall k \in K^{(vc)}, \forall t \in T, \tag{25} \]

\[ d^{(vc)}_t = W_{K+1,(vc)} h^{K,(vc)}_t + b^{K+1,(vc)}_t, \quad \forall t \in T, \tag{26} \]

where \( h^{k}_t \in \mathbb{R}^{N_k} \) is the output of layer \( k \); parameters \( W_{k}^{(vc)} \in \mathbb{R}^{N_k \times N_{k-1}} \) and \( b^{k} \in \mathbb{R}^{N_k} \) are the weight matrix and bias of layer \( k \), which are parameters to be trained. Eq. (23) defines the input layers of the two MLPs; Eqs. (24) and (25) define the linear mapping and nonlinear activation functions in each hidden layer, respectively; Eq. (26) defines the output layer. We add subscript \( \{v,c\} \) in these equations to express two MLPs (one for voltage and one for current) as an unified form. For example, equation \( h^{0,(vc)}_t = x_t \) in Eq. (23) is equivalent to \( h^{0,v}_t = x_t \) and \( h^{0,c}_t = x_t \).

We present an example case here to demonstrate why the proposed method can achieve better performance than the state-of-art classification-based method. Suppose that the historical samples are distributed as shown in Fig. 3, and the true feasible/infeasible boundary is \( b \). Then, no matter which line in the candidates (i.e. lines \( a \), \( b \), and \( c \)) are predicted as the boundary, the classification accuracy is always 100%. However, if line \( a \) is chosen as the boundary, then the space between \( a \) and \( b \) can no longer serve as the feasible region in this method, so the corresponding solution may be overly conservative. If line \( c \) is treated as the boundary, then the feasibility of solutions can not be ensured because the corresponding solution may lie in the infeasible region between \( b \) and \( c \). Thus, only if we have enough samples near the true boundary (i.e. line \( b \)), this method can find the true boundary and derive desirable solutions with guaranteed optimality and feasibility. Conversely, even if we only have a small number of samples near the boundary, the proposed regression-based model can utilize the safe distances of samples to exactly identify the specific position of the boundary. Thus, it can achieve better performance than the classification-based method in practice.

C. Learning-based model for power loss calculation

As mentioned in Section II-A, the net active power at the substation, i.e., \( G^f \) can be calculated based on Eq. (8). In Eq. (8), the term \( I^T p_l \) is easy to obtain because \( p_l \) is the controllable variable. However, the total power loss \( l_t \) is affected by the line current on each branch. Traditionally, these line currents are calculated based on the power flow model. Thus, if the topology is unavailable, the value of \( l_t \) is hard to obtain. To overcome this challenge, we train another regression MLP to predict the power loss without the topology. Then, the power loss can be expressed as

\[ h^{0,1}_t = x_t, \quad \forall t \in T, \tag{27} \]

\[ z^{k,1}_t = W^{k,1} h^{k-1,1}_t + b^{k,1}_t, \quad \forall k \in K^1, \forall t \in T, \tag{28} \]

\[ h^{k,1}_t = \max(z^{k,1}_t, 0), \quad \forall k \in K^1, \forall t \in T, \tag{29} \]

\[ l_t = W^{K+1,1} h^{K,1}_t + b^{K+1,1}, \quad \forall t \in T. \tag{30} \]

After training, parameters \( W^{k,1} \) and \( b^{k,1} \) can be obtained. Then, power loss calculation can be replicated by the forward propagation of the trained MLP, i.e., Eqs. (27)-(30).

Remark 1. In essence, the proposed method trains three regression MLPs to approximate power flow constraints, i.e., Eqs. (7)-(11), in which only historical data (i.e. power injections, bus voltages and line currents) are required. Then, the voltage, current limitations and power loss calculation can be replicated by the forward propagation of the trained MLPs, i.e., Eqs. (23)-(26) and (27)-(30).

D. Reformulation of the regression-based model

The forward propagation of the trained MLPs, i.e., constraints (23)-(26) and (27)-(30), build the mappings from power injections to the safe distances and power loss. As mentioned in Section III-A, the voltage and current limitations require nonnegative safe distances, i.e. Eq. (20). Then, based on Eqs. (20), (23)-(26) and (27)-(30), the voltage/current limitations and power loss calculation be replicated without the network topology. However, due to the inside maximum operator, constraints (25) and (29) are intractable and can not be directly handled by off-the-shelf solvers. Thus, a linearization technique is required to make these constraints tractable. Inspired by [27], we reformulate Eqs. (24)-(25) and (28)-(29) into tractable linear constraints based on the big-M method by introducing auxiliary variables \( r^{k,\{v,c\}}_t \) and
where $M$ is a big enough constant. Then, the original problem
P1 can be reformulated into P2, which is defined as follows:
\[
\min_{\mathbf{q}_t^{\text{v,c,l}}} \sum_{t=1}^{T} (\mathbf{E}C_t - R_t), \\
\text{s.t.: Eqs. (2)-(10), (13)-(17),} \\
\{ (20), (23), (26)-(27), (30)-(31) \} \}^{v,c,l,v}.
\]

**Remark 2.** Neural networks are traditionally considered as “black box” models that are not convenient for optimization problems. In this section, we reformulate the proposed MLPs into “white box” linear constraints with binary variables. Then, the proposed TCL power scheduling problem P1 can be reformulated as a mixed-integer linear program, P2. It then can be solved efficiently by off-the-shelf solvers. Moreover, the optimality of solutions can be also guaranteed.

**Remark 3.** We select MLPs instead of other state-of-art learning-based models, such as Convolutional Neural Networks [28], Recurrent Neural Networks [29], [30], and Generative Adversarial Networks [31], to replicate the power flow calculation. This is because we can easily convert MLPs into tractable mixed-integer linear forms, while the rest models are hard to reformulate. Thus, MLPs are more appropriate for the OPF-based power scheduling than other models.

**E. Procedure of the proposed method**

Our key idea is to replace the power flow equations with MLPs so that the power flow security constraints and power loss calculation can be considered without the exact topology. To better illustrate the key idea, we present the whole procedure of the proposed method in Fig. 4. This method is composed of the following four steps:

1) **Data prepare:** collect the historical data, including power injections, bus voltages, and line currents. Then, use this data to calculate the total power loss and safe distances based on Eqs. (8), (18), and (19).

2) **MLP training:** train three MLPs for predicting current, voltage safe distances, and power loss. Power injections of samples are treated as inputs (features) of all three MLPs. The current, voltage safe distances, and power loss of samples are regarded as the outputs (labels) of the three regression MLPs.

3) **MLP reformulation:** The trained MLPs can not be directly treated as constraints in the optimization due to the maximum operator in the ReLU activation function. Thus, we reformulate Eqs. (24)-(25) and (28)-(29) into linear constraints with binary variables, i.e. Eq. (31).

Then, the whole optimization problem becomes a mixed-integer linear problem, which can be solved efficiently by off-the-shelf solvers with guaranteed optimality.

4) **Solving P2:** solve P2 with the given heat loads and power demands. Output the optimal operation strategy for HVAC systems and PV plants.

It should be noted that if the topology of the distribution system is changed by reconfiguration, the trained MLPs might be inaccurate. However, in practice, there is usually only a few switches for topology reconfiguration so that the number of typical topology scenarios is very limited [32]. Since the reconfiguration is usually controlled by the system operators, the required switching state information is also known. As a result, it is trivial for the operators to collect historical operational data and train the MLPs for each different topology scenario, respectively. Hence, the proposed model can be readily extended to consider the scenarios with distribution system reconfiguration operations.

Compared with the published model-free methods introduced in Section I, the proposed learning-based method has several advantages. Firstly, the proposed model is a mixed-integer linear programming so that it can achieve guaranteed optimality based on the mature branch-and-bound algorithm. Moreover, it only needs the operational data and does not require the topology information. In addition, based on the safe distances, the feasible/infeasible boundaries can be well identified with no need for a large amount of data near the boundaries. Therefore, it can achieve better performance compared to the classification-based methods.

**IV. CASE STUDY**

**A. Simulation set up**

The case study is based on the IEEE 123-bus system with 14 installed PV plants, as shown in Fig. 5. The slack bus voltage, i.e., $V_1$, is 2.40 kV. The optimization time horizon is 24 h and the time step $\Delta t$ is 1 h. The total heat load $h_i^h$, total available PV generation $G_i^{max}$, ambient temperature $T_i^{out}$, active base load $p_i^a$ and reactive base load $q_i$ are illustrated in Fig. 6. The unit prices for electricity purchasing/selling and upward/downward regulations as shown in Fig. 7, which are from [33], [34] and also adopted in [10]. Other parameters are summarized in Table I.

We conducted a comprehensive simulation based on Pandapower, a power system simulation toolbox in Python environment [35], to generate the historical data. In Pandapower, the power flow calculation is based on the full AC power flow model. The feasible region $S$ is constructed based on the voltage constraint (i.e. all bus voltages should stay in [0.9 p.u.,

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_i$</td>
<td>16.7 kWh/°C</td>
</tr>
<tr>
<td>$R_i$</td>
<td>0.3 °C/kWh</td>
</tr>
<tr>
<td>$COP_i$</td>
<td>3.6</td>
</tr>
<tr>
<td>$\phi_i$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\theta$</td>
<td>24°C</td>
</tr>
<tr>
<td>$\phi$</td>
<td>28°C</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>0.1MW</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>0.03MW</td>
</tr>
</tbody>
</table>

The case study is based on the IEEE 123-bus system with 14 installed PV plants, as shown in Fig. 5. The slack bus voltage, i.e., $V_1$, is 2.40 kV. The optimization time horizon is 24 h and the time step $\Delta t$ is 1 h. The total heat load $h_i^h$, total available PV generation $G_i^{max}$, ambient temperature $T_i^{out}$, active base load $p_i^a$ and reactive base load $q_i$ are illustrated in Fig. 6. The unit prices for electricity purchasing/selling and upward/downward regulations as shown in Fig. 7, which are from [33], [34] and also adopted in [10]. Other parameters are summarized in Table I.

We conducted a comprehensive simulation based on Pandapower, a power system simulation toolbox in Python environment [35], to generate the historical data. In Pandapower, the power flow calculation is based on the full AC power flow model. The feasible region $S$ is constructed based on the voltage constraint (i.e. all bus voltages should stay in [0.9 p.u.,
MLPs, we adopt the dropout technique proposed in reference [37] during MLP training. We employ CVXPY to build our optimization problem and GUROBI to solve it.

**B. Benchmarks**

To demonstrate the feasibility and optimality of the proposed model, three benchmarks are introduced:

1. **B1**: Adopt the proposed model $P_1$ but ignoring the security operation constraint (11);
2. **B2**: Adopt the proposed model $P_1$ and utilize DistFlow model (relaxed as a second order cone) to describe constraint (11);
3. **B3**: Adopt the proposed model $P_1$ but utilize the binary classification MLP adopted in references [24], [25] to judge whether constraint (11) is satisfied or not.

Note that $B_2$ can be regarded as an ideal method with assumption that accurate topology is available. The learning-based method $B_3$ requires no topology information of the distribution network. In its dataset, the features keep the same as those in the proposed model, while the labels are determined by the following rule: if the state variable $s_t$ of a sample satisfies Eq. (20), it is labeled as “safe”; otherwise, “unsafe”. In the optimization step, we restrict the output as “safe” for $B_3$ to ensure the safe operation. For each model, the power scheduling of TCLs in all the three scenarios (i.e. baseline scenario for $G^{sc}_t$, upper bound scenario for $G^{ub}_t$ and lower bound scenario for $G^{lb}_t$) are optimized simultaneously. Then,
all solutions are given to Pandapower again to obtain the actual total costs, voltage and currents for validation.

C. Model feasibility, optimality, and time-efficiency

1) Performance of trained MLPs: Altogether four MLPs are trained in our simulation. The first three are regression MLPs and belong to the proposed model for the predictions of current, voltage, safe distances and power loss. The forth MLP belongs to B3 and is used for the safe/unsafe classification. After careful hyper-parameter tuning, we set the hidden layer numbers of all MLPs as 1. The corresponding neuron numbers are set as 20 (for predicting current safe distance), 5 (for predicting voltage safe distance), 5 (for predicting power loss) and 100 (for classification in B3). Fig. 8 demonstrates the training results of the above four MLPs. In Figs. (a), (b), and (c), the horizontal and vertical axes are the actual and predicted safe distances. The red line represents the position where the prediction is equal to its actual value. Obviously, all samples are very close to the red line, which implies the high prediction accuracy of the three regression MLPs.

Although the accuracy of the classification MLP reaches to 95%, as shown in Fig. 8(c), this result still cannot confirm that the safe/unsafe boundary is well described. Suppose there are 5% of the samples near the safe/unsafe boundary, then the classification accuracy can still reach to 95% even all boundary data is incorrectly classified. In other words, this high accuracy may be majorly contributed by the samples far away from the boundary. In that case, B3 may derive low-quality solutions if it needs to make decisions that are close to the boundaries.

2) Current and voltage: In the upper bound scenario, the system tries to maximize its total net load at substation to enlarge the regulation capacity. Hence, the power flow in each branch grows until the security constraints (i.e., the voltage and current limitations) become active. In other words, this scenario is the riskiest and its optimal solution will lie on the safe/unsafe boundaries. Thus, we take the upper bound scenario as an example to illustrate the superiority of the proposed regression-based model. Fig. 9 presents the line current and bus voltage of different models in the upper bound scenario. Because that B1 ignores the security constraint, its solution is infeasible for Pandapower. Thus, there is no result of B1 in Fig. 9. The results of the proposed model are very similar to those of the power-flow-model-based model B2. Both the currents and voltages of the proposed model almost stay in the corresponding safe regions. Conversely, the line current of B3 exceeds its upper boundary, and the bus voltage is also lower than 0.9 p.u. in many hours. As aforementioned, the proposed model can utilize the safe distance information to better identify the safe/unsafe boundaries. Thus, its solution can perform better feasibility compared to B3.

3) Line current violations: Fig. 10 illustrates the maximum line current violations of the upper and lower bound scenarios. Pandapower can not find a feasible result for B1 due to the negligence of security constraint. B3 replicates the power flow security constraints with a classification MLP. However, since the majority of the samples are far away from the feasible/infeasible boundaries, it fails to identify these boundaries accurately. Thus, its current violations are still quite significant, i.e., up to 56.03%. In contrast, the proposed method leverages the safe distances to pinpoint the boundaries, so the maximum current violation of the proposed method is only 8.78%, which is pretty close to the performance of the ideal method B2. These results confirm that the proposed model can derive better solutions with higher feasibility compared to B3.

Unlike the baseline and upper bound scenarios, the lower bound scenario tries to minimize the net load at substation or even sell surplus PV power to the upper-level grid (in that case, the total net load is negative). As shown in Fig. 10(b), the current violations only appear in the hours with high PV power when there is strong inverse power flow in the system. Similar to the upper bound scenario, the proposed model has similar performance with the ideal model B2 and outperforms models B1 and B3, significantly.

In the baseline scenario, the TCLs are coordinated to promote local PV generation consumption so that the power exchange between the main grid and distribution network is minimized. Hence, the power flow on each branch maintains at a low level, resulting in very small or even no violations in all of the four strategies, so we do not present the violation results of this scenario here.
4) Bus voltage violations: The bus voltage violations of the upper bound scenario are demonstrated in Fig. 11. The voltage violations in the lower bound and baseline scenarios are not shown here because they always maintain at a low level. In the upper bound scenario, B1 derives the most dangerous solution, while B2 achieves the lowest voltage violations but requires the network topology. The maximum voltage violation of B3 is much larger than that of the proposed model (e.g. the maximum voltage violations of the proposed model and B3 are 0.003p.u. and 0.063p.u., respectively). These results confirm that the proposed model can derive better solutions with higher feasibility compared to B3.

5) Optimality of solutions: The actual energy costs and regulation revenues are summarized in Table II. We treat the power flow model B2 as our baseline. Obviously, the results of the proposed model are much closer to our baseline compared to the rest benchmarks. The total cost difference is around 2.20% between the proposed model and baseline, while this difference between B3 and baseline reaches to 9.86%. Moreover, both B1 and B3 drastically overestimate the regulation revenues because they can not well describe the safe/unsafe boundaries. The gaps between the proposed and baseline models in the upward and downward revenues because they can not well describe the safe/unsafe boundaries. The gaps between the proposed models in the upward and downward revenues because they can not well describe the safe/unsafe boundaries.

D. Effectiveness of the building thermal flexibility

In this subsection, we conduct an analysis study based on the results of the proposed model to demonstrate the effectiveness of utilizing building thermal flexibility.

1) Net load profiles: Fig. 12 illustrates the actual net load profile and its lower and upper bounds. In our simulation, the net active power \( G_t \) is always limited by the line current constraint between bus 1 and 2. Thus, the absolute value of the active net power in the upper bound scenario, i.e., \( |G_t| \), almost keeps constant. In the hours with low PV power (i.e. 

3We observe that the value of \( |G_t| \) is approximately equal to \( I_{12,\text{max}} V_t \). The objective of the upper bound scenario is to maximize \( G_t \). Considering that the total reactive power demand is much smaller than the total active demand in our case study, we have \( |s_{1,t}| = \sqrt{G_t^2 + (q_t)^2} = I_{12,t} V_t \approx |G_t| \), where \( s_{1,t} \) is the magnitude of the apparent power injection on the slack bus. Besides, the line current limitation requires \( I_{12,t} \leq I_{12,\text{max}} \). Based on this, we know that \( G_t \) can take its maximum value at \( I_{12,t} = I_{12,\text{max}} \). Then, we have \( |G_t| \approx I_{12,\text{max}} V_t \).
The actual PV generation is almost the same with the actual net load profile $G_{p,v}^d$ because there is no extra PV power to sell. In the rest hours, a lot of PV power is sold to the upper-level grid in the lower bound scenario, while the extra PV power is converted as cooling power and stored in building thermal inertia in the baseline scenario. Thus, the lower bound profile is smaller than the baseline and becomes negative in these hours, which indicates that negative line currents appear in our simulation. Nevertheless, the lower bound $G_{p,v}^d$ is still restricted by the line current limitation, so its magnitude is also close to $I_{12,\text{max}}V_1$. These results confirm that the proposed method can work well with negative line currents in the system.

2) Actual PV generation: The actual PV generation is shown in Fig. 13. The actual PV generation keeps the same with the available PV power in both the baseline and lower bound scenarios. As aforementioned, the surplus PV is sold to the upper-level grid in the lower bound scenario, while it is locally consumed in the baseline scenario. In contrast, the upper bound scenario curtail part of the PV generation to maximize the net load. As a result, there is a distinct gap between the available and actual PV generation.

3) Local storage of PV power: Fig. 14 illustrates the total heat load, cooling supply and indoor temperature variation of the baseline scenario. The total heating load is the summation of indoor contributed heat loads and heat transfer from the outdoor environment (i.e. $q_{h,i,t}^d + (\theta_{in} - \theta_{in,t})/R_i$). In the first few hours, the available PV power is small, so the cooling supply is identical to the heat load. From 11:00 am to 16:00 pm, the PV generation can fully cover the demands, and the extra PV is converted into cooling power and stored in building inertia locally for the later use. Thus, the cooling supply is obviously higher than the heating load and significant temperature drops occur in indoor environments. In the afternoon, the available PV power decreases gradually and can not cover the power consumption any more. Then, the stored cooling power is released to compensate the demands, so the indoor temperatures grow up gradually. As shown in Fig. 14(b), the temperature drops in the PV nodes (i.e. nodes with installed PV plants) are much faster and more significant than the non-PV nodes during 12:00 am to 16:00 pm, which shows storing and consuming PV generation locally is more economic.

V. CONCLUSIONS

A learning-based OPF model is proposed to optimize TCL power schedules to improve operational flexibility for regulation service and minimize the energy cost minus regulation revenue. To involve the power flow security constraints, the proposed model trains two regression MLPs based on the historical operation data, which does not require the network topology information that is often unavailable. To guarantee the optimality of solutions, the trained MLPs are further reformulated into linear constraints with binary variables. As a result, the proposed model becomes a mixed-integer programming that can be effectively solved by off-the-shelf solvers. Simulation results demonstrate that the proposed method can achieve better feasibility performance with much less security constraint violations than published benchmark methods. The derivation between the total costs of the proposed model and an ideal power-flow-based model is less than 1%, which confirms the high optimality of our approach. The results also prove the effectiveness of utilizing building thermal inertia to promote local renewable generation integration.

Note the core of the proposed model is the learning-based OPF model, so it can be also applied to many other OPF-based application cases, such as optimal coordination of distribution networks and electric vehicles [38], economic dispatch of combined heat and power units [39], and optimal power dispatch of electricity-gas network [40].

Since the proposed model is based on historical data, it may not work well in cases without enough data. Thus, we envision our future work to extend the proposed method so that it can be applied to those cases with few historical data.
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