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Abstract—Heating, ventilation, and air-conditioning (HVAC)
systems play an increasingly important role in the construction
of smart cities because of their high energy consumption and
available operational flexibility for power systems. To enhance
energy efficiency and utilize their flexibility, strategic operation
is indispensable. However, finding a desirable control policy
for multi-zone HVAC systems is a challenging task because
of unavoidable forecasting errors of ambient temperature and
heat loads. This paper addresses this challenge by proposing
a fast power dispatch model for multi-zone HVAC systems. A
distributionally robust chance-constrained approach, which does
not require the exact probability distributions of uncertainties,
is employed to handle the uncertainties from forecasting errors.
Both the uncertainty propagation among zones and accumulation
over time are explicitly described based on the delicate indoor
thermal model. Wasserstein distance is employed for the con-
struction of ambiguity sets to improve the solution optimality.
To overcome the computational intractability of Wasserstein-
distance-based method, we first develop a time-efficient inner
approximation for the objective function. A separation approach
is then proposed to achieve the off-line calculation of uncertain
parts in chance constraints. Numerical experiments prove that the
proposed model can effectively achieve optimal power dispatch
for HVAC systems with high computational efficiency.

Index Terms—HVAC, multi-zone, distributionally robust opti-
mization, chance-constrained optimization, Wasserstein distance.

I. INTRODUCTION

W ITH the ever-increasing requirements of energy saving
and growing demands of indoor thermal comforts

[1], heating, ventilation, and air-conditioning (HVAC) systems
attract more and more attentions in recent years because of
its high energy consumption in cities [2], [3]. The electricity
consumed by space cooling of buildings reached 380 billion
kWh in the USA, which was equivalent to around 10% of
total electricity consumption in 2019 [4]. Moreover, due to
the building thermal inertia (i.e. inherent ability of heating
and cooling storage), part of HVAC loads can be shifted
temporally with little impact on indoor thermal comforts [5].
This flexibility of HVAC loads can be leveraged to minimize
the total energy cost of HVAC systems via planning the
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power schedule in advance [6], [7]. Thus, HVAC systems can
be also regarded as an important demand response source
for power systems [8]–[10]. Meanwhile, finding desirable
operation strategies without violations of thermal comfort for
HVAC systems becomes a crucial task for the construction of
future smart energy systems.

A number of optimization models have been proposed
for HVAC systems to improve their economical optimality
and potentials for demand response. Reference [9] built an
indoor thermal dynamic model to coordinate HVAC systems
with energy storage and PV generation to reduce the total
cost. Reference [10] established a thermal response model
to simulate the operation of HVAC systems. The building
thermal was served as energy storage to participate in de-
mand response. Reference [11] proposed an aggregated HVAC
model for demand response to reduce the energy cost. In
[12], a comprehensive multi-zone HVAC model was developed
to minimize the energy cost. Generally speaking, the works
mentioned above can provide energy-efficient control policies
for HVAC systems. However, these papers only considered
deterministic parameters and ignored uncertainties from fore-
casting errors. In order to effectively utilize the flexibility of
HVAC loads to provide demand response services or reduce
energy costs, it is necessary to conduct ahead-of-time power
scheduling that needs future environmental parameters, e.g.,
ambient temperature and heat loads (from indoor human activ-
ities). Although many efforts have been made to predict these
parameters as accurately as possible [13], [14], forecasting
errors still can not be fully eliminated. Ignoring these errors
may deteriorate the operational performance of HVAC systems
and harm the indoor thermal comforts. Thus, they shall be
properly addressed during the operation of HVAC systems.

To consider the impacts of forecasting errors, many papers
utilized uncertain programming techniques to find the optimal
dispatch strategies for HVAC systems. In [15], a conditional
value-at-risk (CVaR) based model was proposed to optimize
operation of air conditioners. Stochastic programming was em-
ployed to handle the random outdoor temperatures. Reference
[16] developed a chance-constrained demand response strategy
for thermal appliances in HVAC systems under uncertain
electricity prices and system loads. In [17], chance-constrained
programming was used to balance the energy-saving and ther-
mal discomforts. Reference [18] combined the scenario-based
stochastic programming with Monte Carlo scenario generation
to describe the uncertainties in ambient temperature and loads.
References [19], [20] applied robust optimization to main-

Authorized licensed use limited to: Universidade de Macau. Downloaded on May 09,2021 at 04:06:29 UTC from IEEE Xplore.  Restrictions apply. 



1949-3053 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSG.2021.3076237, IEEE
Transactions on Smart Grid

2

tain the thermal comfort in a heat and electricity integrated
energy system. Nevertheless, several challenges still remain.
On the one hand, both stochastic and chance-constrained
programmings require a priori knowledge of uncertainties.
This information may be unavailable in many practical cases
because we can only estimate it from historical data [21]. On
the other hand, robust optimization, which requires that any
realization in the uncertainty set should satisfy all constraints,
often derives very conservative results [22].

Distributionally robust chance constrained (DRCC) opti-
mization is proposed in [23] to overcome the challenges above.
DRCC optimization supposes the underlying true distribu-
tion lies in an ambiguity set and optimizes objectives over
all distributions in this ambiguity set. Unlike conventional
stochastic and chance-constrained programmings, the DRCC
method does not require exact probability distributions of
uncertainties, and the solution is usually much less conser-
vative compared with robust optimization [24]. Several papers
have utilized DRCC optimization to handle uncertainties in
HVAC systems. References [25], [26] minimized the cost of
HVAC with a simplified thermal model. The moment-based
DRCC optimization (MDR), which built the ambiguity set
with moments, was employed and the chance constraints were
reformulated into multiple linear constraints. In [27], HVAC
systems were coordinated with intermittent PV generation and
MDR was used to reformulate chance constraints. However,
MDR’s ambiguity set of uncertainty based on moment infor-
mation is often overly conservative [28].

In order to improve the solution optimality, the Wasserstein-
distance-based DRCC method (WDR), which constructs the
ambiguity set with Wasserstein distance, was proposed [28],
[29]. WDR can provide excellent out-of-sample performance
with controllable model conservativeness, and has been used
to deal with the uncertain renewable generation in unit
commitments [30]. Many reformulations have been proposed
to convert the Wasserstein-distance-based chance constraints
(WDR-CCs) into solvable forms. In [31], an exact mixed-
integer reformulation of WDR-CCs was proposed based on a
CVaR interpretation. To enhance the computational efficiency,
an inner approximation was further developed to eliminate
the integer variables. Reference [32] also proposed an exact
mixed-integer form of WDR-CCs based on the corresponding
CVaR interpretation. A linear outer approximation was further
proposed to relax the quadratic terms based on McCormick
envelope relaxation. Reference [33] focused on the WDR-CCs
with uncertainties on the right-hand side (RHS). It leveraged
a technique of quantile strengthening to significantly reduce
the number of constraints. However, the above reformulations
involve a significant number of additional auxiliary variables
and constraints [29]. Since there are a large number of WDR-
CCs in the focused optimal power dispatch problem, directly
applying these reformulations may lead to computational in-
tractability. To enhance the computational efficiency of WDR,
reference [34] proposed a fully data-driven method to handle
the uncertainties in an optimal power flow problem. Based
on historical data, it constructed a hypercube to approximate
the feasible set of WDR-CCs. Reference [35] adopted this
hypercube-based method to describe the uncertainties in unit

commitment and proposed a novel inner approximation for the
objective to further improve the computational efficiency.

In general, the published papers have achieved remarkable
progress on the power dispatch of HVAC systems. However,
there are still two challenges. The first one is solution op-
timality. As aforementioned, MDR used in [25]–[27] can
only derive overly conservative strategies. Although WDR
can enhance the solution optimality, few papers adopt WDR
to optimize multi-zone HVAC systems due to the compu-
tational intractability. Specifically, applying the CVaR-based
reformulations proposed in [31]–[33] to the focused optimal
power dispatch of multi-zone HVAC systems will introduce a
significant number of auxiliary variables and additional con-
straints, so a huge computational resource is required, which
may be unavailable in many practical cases. The time-efficient
hypercube-based reformulation of WDR employed in [34],
[35] can overcome the computational intractability of WDR,
but is an inner approximation. Thus, the obtained strategy
may not be so economical in practice. The second one is the
uncertainty description. Due to building thermal inertia and
heat exchange between adjacent zones, uncertainties will be
propagated among zones and accumulated over time. However,
most of the published papers including references [15]–[20],
[25]–[27] mainly focused on the impacts of uncertainties on
power consumption but paid little attention to the effects of un-
certainties in indoor thermal comforts. Moreover, these papers
usually assume that the indoor temperature was homogeneous
so that neither the uncertainty accumulation over time nor
propagation among zones were described.

To overcome the aforementioned challenges, we develop
a fast DRCC power dispatch model for multi-zone HVAC
systems under forecasting errors from ambient temperature
and heat loads. The specific contributions are threefold:

1) We propose a detailed thermal dynamic model for multi-
zone HVAC systems that explicitly describes the un-
certainty accumulation and propagation. This model not
only considered the heterogeneity of indoor temperatures
among zones but also mathematically quantifies the
impact of forecasting errors on indoor temperatures.

2) We first develop a WDR-based model to optimize the
power schedule of multi-zone HVAC systems in the con-
sideration of forecasting errors. Compared with MDR,
the proposed method is less conservative with proper
out-of-sample performance, especially in the case with
a large amount of available historical data.

3) We develop a novel time-efficient reformulation of
WDR for multi-zone HVAC systems to overcome its
computation intractability. An inner approximation of
objective function is first proposed by leveraging its
specific structure to eliminate auxiliary variables and ad-
ditional constraints. Then, based on Value-at-Risk (VaR),
we propose a novel separation approach to separate the
uncertain parts from decision variables in WDR-CCs.
As a result, each individual WDR-CC can be exactly
converted into a linear constraint. This method can not
only perform an excellent computational efficiency but
also achieve better optimality compared to the state-of-
art hypercube-based method.
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Fig. 1. Typical schematic of a multi-zone HVAC system.

Numerical experiments are conducted to validate the opti-
mality, reliability, computational efficiency and scalability of
the proposed method. Several state-of-art methods, including
the CVaR-based WDR proposed in [31], hypercube-based
WDR developed in [34] and MDR employed in [25]–[27] are
introduced as our benchmarks to demonstrate the effectiveness
of the proposed model.

The remaining parts are organized as follows. Section II
describes the modeling methods of multi-zone HVAC systems.
Section III presents the problem formulation. Section IV
introduces reformulations of the DRCC model. Section V
conducts simulations and Section VI concludes this paper.

II. MODELING OF HVAC WITH FORECASTING ERRORS

Fig. 1 illustrates a typical schematic of multi-zone HVAC
systems. The indoor environments exchange heat with ambi-
ence and adjacent zones. To maintain thermal comfort, supply
air is dispatched to each zone via variable air volume (VAV),
absorbs heat from indoor environments, and becomes return
air. The return air is mixed with the outside fresh air to adjust
its CO2 concentration. A damper is employed to control the
fraction of fresh air. Driven by the supply fan, the mixed air
enters the air handling unit (AHU), where it is cooled down
by the cooling coil, and then supplied to different zones again.

A. Modeling of indoor environments

We use i and t to index zones (i ∈ I = {1, 2, 3, ..., I}) and
time slot (t ∈ T = {1, 2, 3, ..., T}). Based on [12], the indoor
thermal dynamics of individual zone i is described by

Ci
dθin
i,t

dt
=
θout
t − θin

i,t

Ri
+

∑
j∈I/{i}

θin
j,t − θin

i,t

Rij

+ qh
i,t − qc

i,t, ∀i ∈ I, ∀t ∈ T ,

(1)

where Ci is the heat capacity of zone i, in kWh/°C. The indoor
and outdoor temperatures are denoted by θin

i,t and θout
t , in

°C, respectively. Parameters Ri and Rij represent the thermal
resistances from the i-th zone to ambience and to the j-th
zone, in °C/kW, respectively. Symbol qh

i,t is the heat load from

indoor heat sources (i.e. humans and electric devices); qc
i,t is

the cooling supply to the i-th zone, which is defined as

qc
i,t = Cpṁi,t(θ

in
i,t − θs), ∀i ∈ I, ∀t ∈ T , (2)

where Cp is the specific heat capacity of air; ṁi,t and θs are
the mass flow rate and temperature of cooling air in the i-th
zone, respectively. Note that θs is assumed as constant because
it is usually determined by devices.

We use finite difference to convert Eq. (1) into

θin
i,t =ain

i θ
in
i,t−1 + aq

i (q
h
i,t−1 − qc

i,t−1) + aout
i θ

out
t−1

+
∑

j∈I/{i}

bijθ
in
j,t−1, ∀i ∈ I, ∀t ∈ T , (3)

where ain
i = 1 − ∆t/(RiCi) −

∑
j∈I/{i}∆t/(RijCi), aq

i =
∆t/Ci, aout

i = ∆t/(RiCi) and bij = bji = ∆t/(RijCi).
Symbol ∆t denotes the length of time slot. Then, we can
write the matrix form of Eq. (3) as:

θin
t = Ainθin

t−1 +Aq(qh
t−1 − qc

t−1) + aoutθout
t−1,∀t ∈ T , (4)

where θin
t , qh

t , qc
t and a3 are the vector form of θin

i,t, q
h
i,t, q

c
i,t

and a3,i, respectively. Matrices Ain and Aq are defined by

Ain =


ain

1 b12 · · · b1I

b21 ain
2 · · · b2I

...
...

. . .
...

bI1 bI2 · · · ain
I

 , (5)

Aq = diag([aq
1, a

q
2, · · · , a

q
I ]). (6)

B. Modeling of chiller and pump

The power consumption of chiller can be obtained by [12]:

pcoil
t = ηcoil (β · 1ᵀqc

t + Cp(1− β)(θout
t − θs)ṁtot

t

)
,∀t ∈ T ,

(7)

where β is the fraction of return air delivered to AHU. Symbol
ηcoil is the reciprocal of coefficient of performance of chiller.
Variable ṁtot

t = 1ᵀṁt,∀t ∈ T , is the total mass flow rate at
time t. In a large-scale HVAC system with many zones, the
airflow is usually driven by multiple parallel supply fans, so
the power consumption of fans can be expressed by

pfan
t = N fanηfan(

ṁtot
t

N fan )3 = ηfan (ṁtot
t )3

(N fan)2
, ∀t ∈ T , (8)

where N fan denotes the number of supply fans and ηfan are
the reciprocal of coefficient of performance of a single fan.

C. Uncertainty propagation and accumulation

Due to the heat exchange between adjacent zones and
building thermal inertia, the forecasting errors of outdoor
temperature and heat loads not only propagate among zones
but also accumulate over time. To describe the uncertainty
propagation and accumulation in multi-zone HVAC systems,
we represent the outdoor temperature and heat loads by a
deterministic forecasting value adding a random fluctuation:

θout
t = θ̂out

t + θ̃out
t , ∀t ∈ T , (9)
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qh
t = q̂h

t + q̃h
t , ∀t ∈ T . (10)

The indoor temperature θin
t is thereafter also uncertain. We

define two new variables θ̂in
t and θ̃in

t to represent the deter-
ministic and random parts of indoor temperature, as follows:

θ̂in
t = Ainθ̂in

t−1 +Aq(q̂h
t−1 − qc

t−1) + aoutθ̂out
t−1,∀t ∈ T ,

(11)

θ̃in
t = θin

t − θ̂in
t , ∀t ∈ T . (12)

Based on Eqs. (4) and (11)-(12), the random part θ̃in
t can be

further expressed by:

θ̃in
t = Aqq̃h

t−1 + θ̃out
t−1a

out +Ain(θin
t−1 − θ̂in

t−1)

= Aqq̃h
t−1 +AinAqq̃h

t−2 + θ̃out
t−1a

out + θ̃out
t−2A

inaout

+ (Ain)2(θin
t−2 − θ̂in

t−2)

= · · ·

=
t−1∑
τ=0

(Ain)t−1−τAqq̂h
τ +

t−1∑
τ=0

θ̃out
τ (Ain)t−1−τaout

+ (Ain)t−1θ̃in
0 , ∀t ∈ T . (13)

Note that θ̃in
0 = 0 because the present indoor temperature can

be measured, so we can write Eq. (13) as:

θ̃in
t =

t−1∑
τ=0

(Ain)t−1−τ
(
Aqq̂h

τ + θ̃out
τ a

out
)
, ∀t ∈ T , (14)

Remark 1. The summation operator in Eq. (14) indicates
that the uncertain part of indoor temperature is not only
determined by the latest forecasting errors but also affected
by the previous ones (i.e. uncertainties accumulate over time).
Because the off-diagonal elements of Ain are nonzero, the
uncertain part of indoor temperature in zone i is also influ-
enced by the forecasting errors in other adjacent zones (i.e.
uncertainties propagate among zones).

The cooling supply can be expressed as the summation of
deterministic and uncertain parts:

q̂c
i,t = Cpṁi,t(θ̂

in
i,t − θs), ∀i ∈ I, ∀t ∈ T , (15)

q̃c
i,t = Cpṁi,tθ̃

in
i,t, ∀i ∈ I, ∀t ∈ T . (16)

III. PROBLEM FORMULATION

A. Objective function

In WDR, the objective is defined as the expectation of
energy cost with the worst-case distribution among ambiguity
set to ensure that the thermal comfort requirements can be sat-
isfied under the uncertainties with underlying true distribution:

min
x

sup
P∈P

EP

[∑
t∈T

cep
t ·∆t ·

(
pcoil
t (x, ξ) + pfan

t (x, ξ)
)]
, (17)

where x = [(ṁt)
ᵀ, (θin

t )ᵀ, (qc
t)

ᵀ,∀t ∈ T ] denotes the variable
vector and ξ denotes the vector of uncertain parameters. We
assume that ξ follows distribution P, which is unknown.
However, based on historical data, we can safely estimate that
P belongs to a set of distributions P , i.e. P ∈ P . P is called

the ambiguity set of uncertain distribution P. Parameter cep
t is

the electricity price. The vector ξ is constructed as:

ξᵀ =
[
(ξin)ᵀ, (ξout)ᵀ

]
, ξ ∈ RIT+T , (18)

(ξin)ᵀ =
[
(θ̃in

1 )ᵀ, (θ̃in
2 )ᵀ, · · · , (θ̃in

T )ᵀ
]
, ξin ∈ RIT , (19)

(ξout)ᵀ =
[
θout

1 , θout
2 , · · · , θout

T

]
, ξout ∈ RT , (20)

where θ̃in
t is obtained via Eq. (14) based on forecasting errors.

B. Constraints

1) Indoor thermal dynamics: Given in Eqs. (11) and (15).
2) Thermal comfort: Indoor temperatures should maintain

in a comfortable region to guarantee the thermal comfort:

inf
P∈P

P
(
θ̂in
i,t + θ̃in

i,t ≥ θ
in
)
≥ 1− ε, ∀i ∈ I,∀t ∈ T , (21)

inf
P∈P

P
(
θ̂in
i,t + θ̃in

i,t ≤ θ
in
)
≥ 1− ε, ∀i ∈ I,∀t ∈ T . (22)

Eqs. (21)-(22) guarantee that with probability at least 1− ε,
the indoor temperature stays in the comfortable region.

3) Device limitations: The mass flow rate to each zone is
limited by the local VAV:

mvav
i ≤ ṁi,t ≤ mvav

i , ∀i ∈ I, ∀t ∈ T . (23)

The total mass flow rate is restricted by the supply fan

ṁtot
t ≤ mfan, ∀t ∈ T . (24)

C. Ambiguity Set

Let the random vector ξ supported by Ξ ∈ RIT+T , the
Wasserstein ambiguity set P is defined as

P =
{
P{ξ̂ ∈ Ξ} = 1 : W (P,Pξ̂) ≤ δ

}
, (25)

where Pξ̂ represents the empirical probability distribution
based on historical data and δ > 0 denotes the Wasserstein
radius. The Wasserstein distance W (P1,P2) is defined as

W (P1,P2) = inf
Q

{∫
Ξ×Ξ

‖ξ1 − ξ2‖Q(dξ1, dξ2)

}
, (26)

where Q is a joint distribution of ξ1 and ξ2 with marginal
distributions P1 and P2. Operator ‖ · ‖ represents the norm
and we use L1-norm in this paper. According to Eq. (25),
the Wasserstein radius determines the Wasserstein radius de-
termines the conservativeness of solutions. Thus, a desirable
control strategy requires a proper Wasserstein radius. The
detailed steps for calculating the Wasserstein radius will be
given in Section V.

IV. SOLUTION METHODOLOGY

Because of the bilinear terms in constraints (2), expectation
term in objective function (17), and probabilities in WDR-CCs
(21)-(22), the problem is highly non-convex and intractable.
In this section, we first reformulate the objective and WDR-
CCs into tractable forms and then approximate the bilinear
terms with linear constraints so that the whole problem can
be solved by off-the-shelf solvers efficiently.
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A. Reformulation of Objective

The objective function (17) can be rewritten as

min
x

{
f̂(x) + sup

P∈P
EP(f̃(x, ξ))

}
, (27)

where f̂ and f̃ are the deterministic and random parts of
objective, and they are defined as

f̂(x) =
∑
t∈T

(
pfan
t + ηcoilβ · 1ᵀq̂c

t

+ηcoilCp(1− β)(θ̂out
t − θs)ṁtot

t

)
cep
t ∆t,

(28)

f̃(x, ξ) =
∑
t∈T

cep
t ∆tηcoilCp

(
β(θ̃in

t )ᵀṁt + (1− β)θout
t ṁtot

t

)
= ηcoil∆tCp(c

ep)ᵀ
(
βM zξin + (1− β)M totξout) ,

(29)

where cep is the vector form of electricity price. Matrix M z

and M tot are defined as

M z =


(ṁ1)ᵀ 0 · · · 0

0 (ṁ2)ᵀ · · · 0

...
...

. . .
...

0 0 · · · (ṁT )ᵀ

 ∈ RT×IT , (30)

M tot = diag
[
ṁtot

1 , ṁ
tot
2 , · · · , ṁtot

T

]
∈ RT×T . (31)

We use fWC to denote the expectation of f̃(x, ξ) in the worst
case, and fWC is equivalent to the following optimization
problem by a strong dual reformulation (for detailed proof,
please refer to reference [28]):

fWC(x) = sup
P∈P

EP(f̃(x, ξ)) =

inf
λ≥0

{
λδ +

1

N

N∑
n=1

sup
ξ∈Ξ

(f̃(x, ξ)− λ‖ξ − ξn‖1)

} (32)

where {ξ1, · · · , ξN} denotes the sample set of random vector
ξ. We introduce epigraphical auxiliary variables sn,∀n ∈ N
(N = {1, 2, ..., N}) to reformulate (32) as:

fWC(x) = inf
λ≥0

{
λδ +

1

N

N∑
n=1

sn

}
, (33)

s.t.: sn≥ f̃(x, ξ)− λ‖ξ − ξn‖1, ∀n ∈ N ,
sn≥ f̃(x, ξ)− λ‖ξ − ξn‖1, ∀n ∈ N ,
sn≥ f̃(x, ξn), ∀n ∈ N ,

(34)

where the bounds ξ and ξ of random vector can be ap-
proximated by samples. When we regard ξ as variables, the
function f̃(x, ξ) − λ‖ξ − ξn‖ is affine in the two intervals
[ξ, ξn] and [ξn, ξ]. In other words, the supremum in Eq. (32)
is always obtained at the extreme points (i.e. at ξn, ξ or ξ).
Thus, this supremum can be equivalent to constraints (34) after
introducing epigraphical variables.

Eqs. (33)-(34) convert the worst-case expectation in (32)
into a linear form, which can be solved by common off-
the-shelf solvers. However, this conventional reformulation
involves N + 1 auxiliary variables (i.e. λ and sn,∀n ∈ N )

and 3N + 1 additional constraints (i.e. λ > 0 and Eq. (34)),
leading to a huge computational burden.

To improve the computational performance, we propose
an inner approximation of fWC(x) to eliminate the auxiliary
variables and additional constraints. The following proposition
demonstrates the expression of this inner approximation.

Proposition 1. Function fIA(x) is an inner approximation of
fWC(x) in Eq. (33), where

fIA(x) = ηcoil∆tCp · (cep
t )ᵀmtot · δ + f̃(x, ξavg), (35)

and ξavg = 1
N

∑N
n=1 ξn is the mean of the selected samples.

Proof: See Appendix A.

Remark 2. The proposed fIA in Eq. (35) has much higher
computational efficiency than the original reformulation fWC
in Eq. (33), because no auxiliary variable or additional
constraint will be involved.

B. Reformulation of WDR-CCs

As mentioned in Section I, references [31]–[33] proposed
CVaR-based reformulations to convert intractable WDR-CCs
into solvable forms. These CVaR-based reformulations are
suitable for tasks with a small number of WDR-CCs. However,
applying these reformulations to the focused optimal power
dispatch of HVAC systems may lead to computational in-
tractability because a significant number of auxiliary variables
and additional constraints will be introduced. To overcome
the aforementioned computational intractability, we propose
a novel separation method based on value-at-risk (VaR) to
separate the uncertain parts from decision variables in WDR-
CCs. The (1-ε)-VaR of f(ξ) is defined as

P-VaR1−ε(f(ξ)) = inf
g
{g ∈ R|P (f(ξ) ≤ g) ≥ 1− ε} ,

= inf
g
{g ∈ R|P (g ≤ f(ξ)) ≤ ε} .

(36)

By applying VaR on Eq. (21), we can separate the uncertain
parts from decision variables

inf
P∈P

P
(
θ̃in
i,t + θ̂in

i,t ≥ θ
in
)
≥ 1− ε,

⇔ sup
P∈P

P
(

0 ≤ −θ̃in
i,t − θ̂in

i,t + θin
)
≤ ε,

⇔ sup
P∈P

P-VaR1−ε

(
−θ̃in

i,t − θ̂in
i,t + θin

)
≤ 0,

⇔ sup
P∈P

P-VaR1−ε

(
−θ̃in

i,t

)
≤ θ̂in

i,t − θ
in.

(37)

The last equivalent transformation in Eq. (37) is due to
the translation invariant of VaR. The term in the left-hand
side of the last inequality in Eq. (37) represents the un-
certain part and its value is not relevant to any decision
variable. We use lower margin rLi,t to denote the uncertain

part supP∈P P-VaR1−ε

(
−θ̃in

i,t

)
, and the value of rLi,t can be

calculated by the following proposition.
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Proposition 2. The value of rLi,t is equivalent to the optimal
value of the following problem

min
v1,v2,v3,rLi,t

rLi,t

s.t.: δv2 +
1

N

∑
n∈N

v1,n ≤ ε

v1,n ≥ 1− v3,n(rLi,t − θ̃in
i,t,n), ∀n ∈ N ,

v2 ≥ v3,n, ∀n ∈ N ,
v1 � 0, v3 � 0,

(38)

where v1, v2,v3 are auxiliary variables. The subscript n in
θ̃i,t,n represents that this uncertain part of indoor temperature
is calculated by substituting the n-th sample of forecasting
errors into Eq. (14).

Proof: See Appendix B.
Problem (38) is non-convex due to the bilinear term v3,jr

L
i,t

in the second constraint. Nevertheless, Eq. (38) is a small-
scale problem and its optimal value can be found efficiently
by employing line search among rLi,t.

Similarly, Eq. (22) can be reformulated as

sup
P∈P

P-VaR1−ε

(
θ̃in
i,t

)
≤ θin − θ̂in

i,t, ∀i ∈ I,∀t ∈ T . (39)

We define rUi,t = supP∈P P-VaR1−ε

(
θ̃in
i,t

)
. By replacing −θ̃in

i,t

with θ̃in
i,t in Eq. (38), we can easily obtain the value of rUi,t.

Remark 3. The lower and upper margins rLi,t and rUi,t are
independent of decision variables, so they can be calculated
offline. As a result, the computational efficiency of problem
(38) has no effect on the solving time of the power schedule
optimization for HVAC systems. Once we obtain the values of
rLi,t and rUi,t and substitute them into WDR-CCs, the uncertain
parts in WDR-CCs can be treated as fixed parameters. Then,
each individual WDR-CC degenerates into a linear constraint.
Compared with the conventional WDR used in [30], [34]
which reformulated each WDR-CC into a group of additional
linear constraints, the proposed reformulation can achieve
much better computational performance with no need for any
auxiliary variable and additional constraint.

C. Relaxation of bilinear constraints

By adopting the McCormick envelope (MCE) [36], the
bilinear constraints (15) is relaxed into four linear constraints

wi,t −mvav
i (θin

i,t − θs)− ṁi,t(θ
in − θs) ≥ −mvav

i (θin − θs),

wi,t −mvav
i (θin

i,t − θs)− ṁi,t(θ
in − θs) ≥ −mvav

i (θ
in − θs),

wi,t −mvav
i (θin

i,t − θs)− ṁi,t(θ
in − θs) ≤ −mvav

i (θin − θs),

wi,t −mvav
i (θin

i,t − θs)− ṁi,t(θ
in − θs) ≤ −mvav

i (θ
in − θs),

∀i ∈ I, ∀t ∈ T , (40)

where wi,t is the auxiliary variable. Note MCE is a relaxation
technique and may introduce relaxation errors. In the target
system, numerical experiments show that the relaxation errors
are negligible, which will be discussed in Section V.
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Fig. 2. One-day (a) nominal outdoor temperature, electricity price, and (b)
heat loads (10 zones)

TABLE I
PARAMETERS IN CASE STUDY

Parameters Value Parameters Value
θin 24°C Ci 1.188kWh/°C
θ

in
28°C Ri 7.5°C/kW

mvav
i 0 Rij(adjacent) 22.5°C/kW

mvav
i 0.5 kg/s Rij(not adjacent) 0
β 0.8 ∆t 0.5h
ηcoil 0.28 ηfan 0.72kW·(kg/s)−3

After all the reformulations above, the final formulation of
our optimization problem is converted into a convex form:

min
x

f̂(x) + fIA(x),

s.t.: Eqs. (7)-(8), (11), (23)-(26), (28), (35), (37), (39)-(40).

Remark 4. In summary, based on Proposition 1, we can
reformulate the complex objective function into a simple linear
form. By using Proposition 2, we can calculate the uncertain
parts of WDR-CCs in offline and replace all sophisticated
WDR-CCs with simple linear constraints. By adopting the
MCE, the bilinear constraints are approximated by linear
ones. As a result, the whole optimization problem becomes
a simple linear programming that can be efficiently solved by
off-the-shelf solvers.

V. CASE STUDY

A. System Configuration

The case study is based on a 10-zone HVAC system. The
number of fans N fan and maximum total mass flow rates mfan

are set as 1 and 2.25kg/s, respectively. The nominal outdoor
temperature, electricity price, and heat loads are shown in
Fig. 2. Both of the two risk parameters ε and εw are set as
0.1, respectively. Other parameters are listed in Table I. A
receding horizon optimization schema is employed to make
the simulation results more practical. The optimization horizon
is set as 12h, while the update interval (UI) is set as 1h. In
other words, we update the operation strategy every hour, and
the latest information of uncertainties can be easily involved
in each update process.

The construction of ambiguity set requires samples of
forecasting errors. Since the load/temperature predictions are
not the focus of this paper, we randomly generate 10,000 nor-
mally distributed samples with zero expectation for simplicity.
This manner is also widely used in many other published
papers [25], [30], [37]. The standard deviations of ambient
temperature and heat load forecasting errors are set as 1°C
and 0.1kW during the data generation, respectively.
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All simulations are performed on an Intel(R) Core(TM)
8700 3.20GHz CPU with 16 GB memory. The corresponding
optimization problem is built by CVXPY [38] and solved by
GUROBI. The solving time limitation is set as 3600s.

B. Benchmarks

We implement seven models (i.e. M1-M7 shown in Table
II) to validate the benefits of the proposed method. The first
model M1 is the proposed one. The second model M2 is used
for comparison to demonstrate the superiority of the proposed
inner approximation fIA.

We further implement the CVaR-based WDR employed in
[30], [31], i.e., M3, to highlight the benefits of the proposed
separation methods. M3 converts each individual WDR-CC
into multiple linear constraints via CVaR approximation. For
example, the generic form of WDR-CCs in our problem can
be expressed as

inf
P∈P

P (αᵀx ≤ γᵀξ + d) ≥ 1− ε. (41)

In M3, the WDR-CC (41) is reformulated as
g ≥ 0,ψ � 0,

εNg − 1ᵀψ ≥ δN,
γᵀξn + d−αᵀx

‖γ‖∗
≥ g − ψn,∀n ∈ N ,

(42)

where g ∈ R and ψ ∈ RN are auxiliary variables. Employing
M3 will involve (N + 1) variables (i.e. g and ψn,∀n ∈ N )
and 2(N + 1) constraints (i.e. Eq. (42)) for every WDR-CC.

The forth model M4 is the hypercube-based WDR proposed
in [34], [35]. M4 constructs a hypercube with the smallest
volume to inner approximate the feasible set of each WDR-
CC. In M4, the uncertainty set can be expressed as a hypercube

Z = {−l · 1 ≤ ζ ≤ l · 1}, (43)

where l is the side length of the constructed hypercube and ζ
is the standardized version of ξ, as follows

ζ = Σ−1/2(ξ − µ), (44)

where µ and Σ are the sample mean and covariance of ξ,
respectively. To reduce the conservativeness of solutions, M4
minimizes l to make the uncertainty set as small as possible

min
l

l, s.t.: sup
Ps∈Ps

Ps(ζ /∈ Z) ≤ ε, (45)

in which, symbols Ps and Ps are the true distribution of
ζ and ambiguity set, respectively. Reference [34] further
proved that the term supPs

m∈Ps
m
Psm(ζ /∈ Zm) is equal

to κδ + 1
N

∑N
n=1

(
1− κ (lm − ‖ζn‖∞)

+
)+

, where (·)+ =

max{0, ·}. By solving Eq. (45), we can get the optimal side
length l and the desirable hypercube. Then, M4 re-expresses
the obtained hypercube as a convex hull of its vertices and
restricts that all vertices must satisfy the constraints inside the
WDR-CC. Finally, Eq. (41) is reformulated as

αᵀx ≤ γᵀξ(k) + d, ∀k = {1, 2, · · · , 2m}, (46)

where ξ(k) is calculated by ξ(k) = Σ1/2(ζ(k) + µ), and
ζ(k) is the vertex of the constructed hypercube. Parameter m
is the dimension of uncertainties (i.e. ξ ∈ Rm). Since the
uncertainties in Eqs. (21) and (22) are one-dimensional, two
new convex constraints are generated to replace the original
two WDR-CCs. Thus, M4 requires no additional constraint.

The fifth benchmark is MDR, in which, the uncertain
parameters in its objective is replaced by their mean and the
WDR-CC (41) is reformulated as

αᵀx+

√
1− ε
ε

√
(γ)ᵀΣγ ≤ d+ (γ)ᵀµ, (47)

where Σ is the covariance of the random vector.
The sixth method M6 is robust optimization. It requires

that the thermal comforts should be always satisfied for
any realization in the support of random parameters, so its
objective is expressed as

min f̂(x) + max
ξ∈Ξ

f̃(x, ξ). (48)

The last benchmark, M7, is a risk neutral model that directly
ignores the uncertainties.

M1-M4 are WDR methods and require proper Wassertein
radius to control the conservativeness of results. In M1-M3,
a two-fold cross validation is employed to find the best
radius. The steps are summarized as follows [29]: (i) randomly
partition available samples into training and test sets; (ii) solve
the problem in Proposition 2 with δ ∈ [0.001, 0.002, · · · , 0.1];
(iii) estimate the violation probability based on the constraints
in VaR (i.e., P (g ≤ f(ξ))) in test sets; (iv) repeat (ii)-(iii) 10
times and find the 90-percentile of the violation probability;
(v) output the smallest δ such that its 90-percentile violation
is less than the given confidence level εw, where εw is the
risk probability that the given Wassertein radius can not cover
the true distribution of uncertainties. In M4, the Wasserstein
radius is directly estimated based on historical data instead of
using cross validation to align with references [34], [35].

C. Optimality and computational performance

Table III summarizes the results of the aforementioned
seven models. The UI and size of the sample set are set as
1h and 100, respectively. Among the four WDR models, the
proposed model M1 not only shows the highest computational
efficiency but also achieves great optimality with proper reli-
ability. Compared with M2, more than 66.6% of solving time
can be saved with only 0.09% cost increasing. M3 induces
more conservative results than M1 due to the inner approxima-
tions in both objective and constraints. Moreover, because M3
requires many auxiliary variables and additional constraints,
the solving time of M3 reaches 1.28s, which is almost two
orders of magnitude greater than that of M1. M4 performs
similar computational efficiency as the proposed M1. However,
the hypercube-based reformulation is an inner approxima-
tion. Moreover, according to our numerical experiments, the
Wasserstein radius of M4 (directly estimated from data without
cross-validation) is also considerably larger than those in M1-
M3 (obtained by cross-validation). Thus, the solution of M4 is
much more conservative than that of M1. The MDR model,
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TABLE II
DESCRIPTIONS OF IMPLEMENTED MODELS

Models Types Reformulations of Objective Function Reformulations of WDR-CCs

Formulations
Auxiliary
Variables1

Additional
Constraints1 Formulations Methods

Auxiliary
Variables2

Additional
Constraints2

M1 WDR f̂(x) + fIA(x) 0 0 Eqs. (37)-(39) VaR-based 0 0
M2 WDR f̂(x) + fWC(x) N+1 3N+1 Eqs. (37)-(39) VaR-based 0 0
M3 WDR f̂(x) + fIA(x) 0 0 Eq. (42) CVaR-based 2IT(N+1) 4IT(N+1)
M4 WDR f̂(x) + fIA(x) 0 0 Eq. (46) Hypercube-based 0 0
M5 MDR f̂(x) + f̃(x,µ) 0 0 Eq. (47) Moment-based 0 0
M6 RO Eq. (48) 0 0 - - 0 0
M7 RN f̂(x) 0 0 - - 0 0

1 Values in columns “Auxiliary Variables” and “Additional Constraints” in “Reformulation of objective function” refer to the numbers
of auxiliary variables and additional constraints introduced by reformulating the objective with the corresponding model.

2 Values in columns “Auxiliary Variables” and “Additional Constraints” in “Reformulation of WDR-CCs” refer to the numbers of
auxiliary variables and additional constraints introduced by reformulating WDR-CCs with the corresponding model.

TABLE III
RESULTS OF DIFFERENT MODELS (N=100, UI=1H)

Models Energy
Cost ($)

Solving
Time (s)

Reliability
(%)

Max Relaxation
Error (°C)

M1 31.63 0.04 96.17 0.11
M2 31.60 0.12 96.05 0.11
M3 32.06 1.28 98.76 0.11
M4 32.92 0.04 99.53 0.11
M5 32.89 0.04 99.89 0.11
M6 35.86 0.04 100 0.11
M7 30.54 0.04 58.52 0.11

M5, only restricts the moments of uncertain parameters, so
the ambiguity set includes any distribution satisfying the given
moments. Thus, M5 shows worse optimality than all the four
WDR models (i.e. M1-M4). The reliability of M6 reaches
100%, but the energy cost is much higher than those in other
models. M7 can not meet the requirement of confidence level
(i.e reliability > 90%), although it achieves the lowest energy
cost. Thus, M6 and M7 are not suitable for dispatching the
cooling power in HVAC systems. We also present the results of
“Max Relaxation Error” in Table III to investigate the impact
of errors introduced by MCE approximation. “Max Relaxation
Error” refers to the maximum absolute difference between the
calculated indoor temperature based on MCE and its true value
calculated by the actual thermal dynamic model in Section
II. The maximum relaxation errors are always kept at around
0.11°C. Considering the temperature difference for cooling
supply (i.e. θ̂in

i,t− θs in Eq. (2)) is maintained at around 10°C
in our simulation, such a low error will not significantly affect
the energy cost and can be ignored in practice. These results
confirm the superiority of the proposed model on optimality
and computational efficiency.

As mentioned in Section I, indoor environments can store
heat/cooling power locally with little impact on thermal com-
fort due to the inherent thermal inertia. Fig. 3(a) shows the
indoor temperature variations of M1-M7. Two evident temper-
ature drops occur in 03:00-07:00 and 12:00-14:00. Observing
that the electricity price will go up at 08:00 and 15:00, the
system wants to store some power in the hours with low
electricity price for later use, so the cooling supply increases
and becomes larger than the heating power (i.e. heat load plus
heat transfer from ambience), as shown in Fig. 3(b). Then,
during the following high electricity price period, the stored
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Fig. 3. (a) Indoor temperatures of M1-M7 and (b) total heating power and
cooling supply of M1 with N=100 and UI = 1h.

power is released to compensate for cooling demands, so there
are two obvious temperature rises at 09:00-11:30 and 14:00-
16:00. Note that if we control the HVAC system without
considering future expectations, the indoor temperature will
keep at its maximum allowable value (i.e. θ

in
) to minimize

the heat transfer from ambience. As a result, the system will
not arbitrage electricity price differences utilizing its thermal
inertia. These results confirm the effectiveness of utilizing
building thermal inertia for demand response.

As shown in Fig. 3(a), the indoor temperature of M6
is always the lowest, which demonstrates that the strategy
obtained by M6 is the most conservative. On the contrary,
the policy of M7 is the riskiest because the corresponding
indoor temperature of M7 keeps at the highest level. Among
the five DRCC models, the indoor temperature of the proposed
model is almost the same as that of M2 and is slightly higher
compared to M3-M5. This result further illustrates that the
proposed model requires a smaller temperature margin and
is less conservative than M3-M5. The optimal temperature
differences at each time slot among different models are
large enough to be perceived by advanced temperature sensors
with a sufficient high resolution [39], [40] (e.g. the optimal
temperature difference between M6 and M7 reaches 0.6°C,
while the resolution of the sensor proposed in [39] is less
than 0.1°C).

D. Influence factors

1) Sample size: Fig. 4 illustrates the results of five DRCC
models (i.e. M1-M5) with different sizes of the sample set.
Note there is no result for M3 when N>500 because “out
of memory” occurs, which demonstrates the computational
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intractability of the CVaR-based WDR method. With the
increase of sample size, both the energy costs and reliability
obtained by M1-M4 decrease, but the reliability is always
greater than the required confidence level. When the sample
size is small, the distribution information of uncertainty is
incomplete. Thus, a large Wasserstein radius is required to
cover the underlying true distribution of uncertainties, leading
to a very conservative solution. When more historical data
collected, the estimated distribution of uncertainty will be
more accurate. As a result, a small Wasserstein radius is
enough to cover the true distribution and a more economical
strategy can be obtained. Similar to Table III, both M3 and
M4 get much more conservative results compared with the
proposed model M1 no matter how large the size of sample
size is. The cost of M1 is slightly higher than that of M2, but
the difference decreases gradually with the increase of sample
size. Increasing sample number can decrease the Wasserstein
radius. Thus, the difference between the first term of two
objectives, i.e., fWC in Eq. (33) and fIA in Eq. (35), can be
reduced. The cost and reliability of M5 almost stay constant
and keep at a relatively unnecessary conservative level under
different sizes of the sample set. The performance of MDR can
be usually improved with the increase of the sample number,
but the results of M5 almost keeps constant in our simulation
as the sample number is growing. As aforementioned, MDR
utilizes the first- and second-order moments to construct
ambiguity sets. Once the moment information is determined,
the ambiguity set is fixed, and the conservativeness of the
solution is also decided. Because the samples used to construct
ambiguity set is selected randomly, the expectation µ and
covariance Σ of the random variable ξ barely changes with
the sample set size grows from 50 to 1,000, so the corre-
sponding results almost keep constant. Compared with the
conventional WDR models M2 and M3, the superiority of the
proposed model M1 in computational efficiency becomes more
significant with the increase of sample size. This is because
the numbers of auxiliary variables and additional constraints
required by M2 and M3 grow rapidly with the increase of the
sample number. Moreover, the computational efficiency of M1
can always maintain at a very high level and is not affected
by the size of the sample set. Similarly, all relaxation errors
are relatively small, which indicates the effectiveness of MCE
used in Section IV-C.

2) Update interval (UI): Table IV shows the results of
M1 under different UIs. With the increase of UI, the energy
cost grows while the reliability decreases. According to Eq.
(14), the effects of forecasting errors on indoor temperatures
accumulate over time. Once the control policy is updated,
the uncertainty and relaxation error will be reset because the
indoor temperature at this moment can be measured directly.
The longer UI is, the more uncertainty will accumulate, and
the higher margin rLi,t is required, as shown in Fig. 5(a). To
meet the larger margin rLi,t, a higher energy cost is required.
Meanwhile, due to the building thermal inertia, the relaxation
error can be accumulated over time and reach a high level
eventually in the case with a large UI, as shown in Fig. 5(b).
This high relaxation error harms the reliability of the control
policy and makes the solution riskier.
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Fig. 4. Results of (a) energy costs, (b) reliability, (c) solving times, and (d)
maximum relaxation errors obtained by different models. Note there is no
result of M3 when N >500 due to the out-of-memory issue.

TABLE IV
RESULTS OF M1 WITH DIFFERENT UPDATE INTERVALS (N=100)

Update
interval (h)

Energy
Cost ($)

Solving
time (s)

Reliability
(%)

Max Relaxation
Error (°C)

1 31.63 0.04 96.17 0.11
2 32.28 0.04 95.62 0.28
3 32.84 0.04 95.02 0.42
4 33.01 0.04 94.34 0.51
6 34.29 0.04 92.77 0.58

E. Importance of considering uncertainty propagation and
accumulation

We further conduct a comparison between the following
two models to demonstrate the importance of considering the
uncertainty propagation and accumulation

1) M1: the proposed model;
2) M1∗: M1 without considering the uncertainty propa-

gation among zones and accumulation over time are
ignored (i.e. the uncertain part of the indoor temperature
is calculated by θ̃in

t = Aqq̂h
t−1 + θ̃out

t−1a
out).

The size of the sample set and UI are set as 100 and 1h. The
corresponding results are shown in Fig. 6. M1∗ ignores the
uncertainty propagation and accumulation, so it underestimates
the impact of uncertainties on indoor temperature according
to Eq. (14). Although the energy cost of M1∗ is lower
than that in M1, its reliability can not always satisfy the
required confidence level (i.e. reliability≥90%). For example,
the reliability of M1∗ is only 73.84% and much less than
the given value in the case of UI=6h. With the increase
of the UI, more uncertainty accumulates over time, so the
aforementioned underestimation on the impacts of forecasting
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Fig. 5. Average (a) lower margin and (b) relaxation error under different UIs
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Fig. 6. (a) Energy costs and (b) reliability of M1 and M1∗ with different UIs
(N=100).

errors becomes more significant. Thus, a larger UI indicates
higher differences in the energy cost and reliability between
the two models. These results demonstrate that considering
the uncertainty propagation and accumulation is necessary for
ensuring the reliability of indoor thermal comfort.

F. Out-of-Sample performance

In practice, the true distributions of forecasting errors are
unknown. In this section, we implement three cases with
different sample generators to demonstrate that the proposed
model can provide desirable out-of-sample performance no
matter what the distributions of uncertainties are. These cases
are summarized as follows:

1) Case 1: samples are generated by uniform distributions,
i.e., θ̃out

i,t ∼ U(0, 3) and q̃h
i,t ∼ U(0, 0.3);

2) Case 2: samples are generated by Laplace distributions,
i.e., θ̃out

i,t ∼ Laplace(0, 1) and q̃h
i,t ∼ Laplace(0, 0.1);

3) Case 3: samples are generated by logistic distributions,
i.e., θ̃out

i,t ∼ Logistic(0, 1) and q̃h
i,t ∼ Logistic(0, 0.1).

A total of 10,000 samples are generated in each case. Then,
100 samples are randomly selected from the generated sample
set to construct the ambiguity set.

Table V lists the results of the three cases. The proposed
model can meet the requirement of confidence level with
much lower energy cost than those in M3, M4, M5 in all
cases. Moreover, M1 always performs excellent computational
efficiency no matter which distribution is used to generate
samples. The solving time of the proposed model is almost two
orders of magnitude lower than that in M3, which indicates
the great computational performance of the proposed VaR-
based separation method in Eqs. (37)-(39). Compared with
M2, employing the proposed model can reduce about 66.7% of
solving time with a negligible cost increase, i.e. around $0.02,
which confirms the excellent time efficiency of the proposed
inner approximation in Eq. (35). Although the solving times
of M4 and M5 are similar to that in M1, their energy costs
are much larger. These results indicate the great optimality and
time-efficiency of the proposed model.

G. Scalability

We implement seven case studies with different zone num-
bers to demonstrate the scalability of the proposed model.
The size of the sample set and UI are fixed at 2000 and
1h, respectively. The simulation results are listed in Table VI.
The corresponding limitations of total mass flow rates mfan

TABLE V
RESULTS WITH DIFFERENT SAMPLE GENERATORS (N=100, UI=1H)

Case Model Energy
Cost ($)

Solving
Time (s)

Reliability
(%)

1

M1 32.66 0.04 96.15
M2 32.64 0.12 96.11
M3 33.02 1.42 98.08
M4 34.06 0.05 99.39
M5 34.79 0.04 99.99

2

M1 32.15 0.04 96.13
M2 32.12 0.12 96.05
M3 32.74 1.24 98.17
M4 33.47 0.04 98.84
M5 33.84 0.04 99.69

3

M1 23.56 0.04 96.21
M2 23.52 0.11 96.15
M3 23.52 1.49 98.06
M4 30.71 0.04 98.79
M5 22.48 0.04 99.76

are 2.25kg/s, 4.5kg/s, 11.25kg/s, 22.5kg/s, 45kg/s, 112.5kg/s
and 225kg/s, respectively. Compared with M2, the proposed
model M1 can save more than 98% of solving time with the
negligible cost increasing (around 0.02%) no matter how large
the zone number is. When M3 is employed, out of memory
issue always occurs in each case due to the newly introduced
auxiliary variables and additional constraints. Conversely, even
in a large-scale HVAC system case (I=1000), the solution of
M1 can be derived in a very short time (34.28s). Moreover,
although the computational efficiency of M4 reaches the same
high level as M1, the corresponding energy cost and reliability
are more conservative. These results confirm the superiority of
the proposed model in optimality and computational efficiency.

Although the solving times in Table VI are much lower than
the UI (i.e. 1h), these results still demonstrate the necessity
of developing time-efficient reformulations for WDR. Firstly,
the memory space is limited in practice. However, even in
the case with 10 zones, the conventional CVaR-based model
M3 can not be conducted because of the out-of-memory issue.
In the large-scale case with 1000 zones, out-of-memory issue
also occurs in the calculation of M2. Conversely, the proposed
model M1 can work well in the large-scale case with 1000
zones. Secondly, one individual building may contain hundreds
of rooms. Every room should be controlled properly so that the
total energy cost can be minimized with little indoor thermal
discomfort. Unfortunately, we observe that the solving time
of M2 grows exponentially with the increase of zone number
according to Table VI. In the case with 500 zones, the solving
time of M2 has already reached to 592s. For a large case with
more zones, we can imply that the solving time of M2 may be
greater than the UI even if we have sufficient memory space.
Thus, time-efficient reformulation is indispensable in practice.

VI. CONCLUSIONS

This paper propose a fast power dispatch model for multi-
zone HVAC systems considering forecasting errors of ambi-
ent temperature and heat loads. The uncertainty propagation
among zones and accumulation over time are fully described to
quantify the corresponding effects on indoor thermal comforts.
DRCC method, which does not require a priori knowledge of
distribution information about uncertainties, is employed to
handle the forecasting errors. Wasserstein distance is utilized
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TABLE VI
PERFORMANCE OF M1-M4 WITH DIFFERENT NUMBER OF ZONES (N=2000, UI=1H)

Number of Zones (I) 10 20 50 100 200 500 1000
Number of fans (N fan) 1 2 5 10 20 50 100

Energy
Cost ($)

M1 31.52 61.34 150.45 305.33 609.38 1518.82 3028.07
M2 31.51 61.33 150.42 305.26 609.25 1518.42 out of memory
M3 out of memory
M4 31.80 61.91 151.83 308.17 615.09 1532.70 3054.42

Solution
time (s)

M1 0.04 0.11 0.21 0.65 1.51 13.37 34.28
M2 1.70 5.29 22.59 69.82 211.93 592.24 out of memory
M4 0.04 0.12 0.24 0.59 1.47 13.58 31.79

Reliability
(%)

M1 94.81 94.82 94.87 94.84 94.76 95.09 95.38
M2 94.79 94.79 94.84 94.81 94.74 94.99 out of memory
M4 96.71 96.74 96.74 96.75 96.72 96.81 97.01

to construct the ambiguity set to improve the optimality of
solutions. Since the conventional CVaR-based WDR involves
a significant number of auxiliary variables and additional
constraints, this paper first proposes an inner approximation
for objective to eliminate all auxiliary variables or constraints.
Then, each individual WDR-CC is reformulated into one linear
constraint by separating the uncertain parts from decision
variables. Simulation results demonstrate that more than 98%
of solving time can be reduced by the proposed inner ap-
proximation with negligible cost increase in the case with
a large size of sample size. Numerical experiments confirm
that applying the proposed separation method can achieve
much better computational efficiency, e.g., the solving time
of the proposed model is at least two orders of magnitude
lower compared with the conventional CVaR-based WDR.
Simulation results also validate that the proposed model can
derive a less conservative strategy with proper reliability
compared to the state-of-art hypercube-based model.

APPENDIX A

Proof of Proposition 1: Note the uncertain part f̃(x, ξ)
defined in Eq. (29) can be expressed as:

f̃(x, ξ) = hᵀξ = (hin)ᵀξin + (hout)ᵀξout, (49)

hin = ηcoil∆tCp · βcᵀeM z, (50)

hout = ηcoil∆tCp · (1− β)cᵀeM
tot. (51)

According Eq. (51), we observe that h � 0 because both
the coefficients and variables are nonnegative. Moreover, it is
obvious that (ξ − ξ) � 0 , so we have

f̃(x, ξ)− f̃(x, ξ)

‖ξ − ξ‖1
=
hᵀ(ξ − ξ)

‖ξ − ξ‖1
≤ 0, ∀ξ ∈ Ξ, (52)

Because (ξ − ξ) � 0, we can also prove that

f̃(x, ξ)− f̃(x, ξ)

‖ξ − ξ‖1
=
hᵀ(ξ − ξ)

‖ξ − ξ‖1
=

∑
l∈L hl(ξ − ξ)l∑
l∈L(ξ − ξ)l

≤
∑
l∈L

hl(ξ − ξ)l

(ξ − ξ)l
= 1ᵀh = ηcoil∆tCp · cᵀemtot, ∀ξ ∈ Ξ,

(53)

where the subscript l represents the component of vectors and
L = {1, 2, · · · , IT + T}. We add an additional constraint
λ ≥ 1ᵀh ≥ 0, then the original constraint λ ≥ 0 can be

eliminated. By substituting this additional constraint into Eqs.
(52)-(53), we can get

λ ≥ max

{
hᵀ(ξ − ξ)

‖ξ − ξ‖1
,
hᵀ(ξ − ξ)

‖ξ − ξ‖1
,

}
, ∀ξ ∈ Ξ. (54)

The inequality above can be further converted into

f̃(x, ξ) ≥ f̃(x, ξ)− λ‖ξ − ξ‖1, ∀ξ ∈ Ξ, (55)

f̃(x, ξ) ≥ f̃(x, ξ)− λ‖ξ − ξ‖1, ∀ξ ∈ Ξ. (56)

Thus, the constraints Eq. (34) can be eliminated and the worst-
case expectation fWC(x) can be written as

fIA(x) = inf
λ

{
λδ +

1

N

N∑
n=1

f̃(x, ξn)

}
, (57)

s.t.: λ ≥ 1ᵀh. (58)

Because of the additional constraint (58), the objective fIA
is an inner approximation of fWC(x) in Eq. (32). Since the
function f̃(x, ξj) is linear, we have 1

N

∑N
n=1 f̃(x, ξn) =

f̃(x, ξavg), where ξavg is the expectation of the N samples.
Then, by substituting the optimal solution of the problem
above (i.e. λ = 1ᵀh) into Eq. (57), we can express fIA as
the form in Proposition 1.

APPENDIX B

Proof of Proposition 2: According to Eq. (36), the value of
rLi,t is equivalent to the optimal value of the following problem

min
rLi,t

rLi,t,

s.t.: sup
P∈P

P(rLi,t ≤ −θ̃in
i,t) ≤ ε,

∀i ∈ I, ∀t ∈ T , (59)

The violation probability P(rLi,t ≤ −θ̃in
i,t) can be converted into

an expectation form

P(rLi,t ≤ −θ̃in
i,t) = E(I(θin

i,t ∈ Ωi,t)), i ∈ I, ∀t ∈ T , (60)

Ωi,t = {θ̃in
i,t | θ̃in

i,t ≤ −rLi,t}, ∀i ∈ I, ∀t ∈ T , (61)

where I(·) denotes the indicator function (i.e. if θ̃in
i,t ∈ Ωi,t,

the value of I(·) is 1; otherwise, the value is zero). We employ
Corollary 5.3 in [29] to reformulate the worst-case expectation
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supP∈P E(I(θin
i,t ∈ Ωi,t)) as:

min
v1,v2,v3

δ · v2 +
1

N

∑
n∈N

v1,n

s.t.: v1,n ≥ 1− v3,n(rLi,t − θ̃in
i,t,n), ∀n ∈ N ,

v2 ≥ v3,n, ∀n ∈ N ,
v1 � 0, v3 � 0,

(62)

where θ̃in
i,t,n can be calculated by substituting the n-th samples

of the heat load and ambient temperature forecasting errors
into Eq. (14). Finally, we can get the reformulation of rLi,t in
Proposition 2 by substituting Eq. (62) into Eq. (59).
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