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The release of carbon dioxide and other greenhouse gases due to human activity results in a host of environmental issues. The enhanced public concern for adverse environmental impacts associated with the use of conventional energy sources requires a transition toward clean energy systems. Moreover, the de-carbonization of electric power systems plays a significant role in reducing anthropogenic carbon emissions, since electric power systems remain the primary source of carbon emissions in the world. As a result, the application of renewable energy in electric power systems generates great interest. Among renewable energy sources, wind energy has experienced rapid development and has made significant inroads into electrical power systems. Over the past decade, the global cumulative installed capacity of wind energy has been growing at a rate of more than 21% annually. In 2015, global wind power capacity increased by about 17%. In China, wind power has become the third largest power source, following thermal and hydroelectric power, and generates 4.8% of the country’s electricity in 2017.

However, the power generated from renewable energy such as wind is fluctuating and uncertain, which presents significant challenges to the efficient utilization. As electricity demand and supply must be maintained in balance at all times, power systems need to absorb the electricity fluctuation from renewable energy. An increasing capacity of fluctuating renewable energy will increase the need for flexibility during power system operation. Flexibility is the ability of the power system to deploy its resources for rebalancing customer demand and generation when fluctuations exist. For example, downward reserve is required to ensure power system balance when the amount of injected wind power is higher. Conversely, upward reserve is required when the amount of wind power injection is lower. If there is not sufficient operational flexibility, the efficient utilization of renewable energy cannot be achieved. The serious wind power curtailment issue in China could well prove that. The coal-dominated generation mix in China works against the high level of wind penetration, since the flexibility of coal-fired generating units is constrained by their ramp-up and ramp-down rates as well as their minimum stable generation output. China’s inflexible generation mix, which cannot respond well to changes in wind power output, forces it to curtail a large amount of
wind energy every year, despite the country’s renewable energy ambitions. Wind energy curtailment in China is becoming increasingly serious. The total energy loss from wind curtailment from 2011 to 2015 was approximately 95.9 billion kWh, nearly equal to the gross electricity generated by wind energy in Denmark in 2013.

The development of information and communication technologies and electricity market has made the remote control of flexible loads much easier. Thus, it is possible for small end customers to provide operating reserve to support power system operation. As one of the most popular and easily controlled flexible loads, air conditioners and heating equipment account for a large share in power consumption due to the mass application across the world. Statistical data have shown that air conditioners account for approximately 35, 33, and 40% of the electricity consumption during the peak hours in many cities in China, Spain, and India, respectively. Therefore, these flexible loads have yielded enormous potential in serving as energy storage devices, which can provide operating reserve by reducing power consumption temporarily. In this field, some researches have been conducted.

The book focuses on integration of air conditioning and heating as demand response into modern power system operation and planning. Both models and methods have been addressed with engineering practice. This is achieved by providing in-depth study on air conditioner aggregation providing operating reserve and frequency regulation service for helping power system operation. Different models of air conditioner aggregation and corresponding control methods are studied in detail. Moreover, the comprehensive and systematic treatment of incorporating flexible heating demand into the integrated energy system is one of the major features of the book, which is particularly suited for readers who are interested to learn methods and solutions of demand response in smart grid environment. The book can benefit researchers, engineers, and graduate students in the fields of electrical and electronic engineering, control engineering, computer engineering, etc.

There are eight chapters in this book.

- **Chapter 1** introduces the development of the air conditioning and heating loads as demand response in modern power systems. The advantages and some existing studies are also introduced in this chapter.
- **Chapter 2** is devoted to the operating reserve evaluation of aggregated air conditioners. The thermal model of the room and the operating reserve characteristics of an individual air conditioner are developed. The performance of the operating reserve provided by aggregated air conditioners and the corresponding evaluation indexes are proposed, respectively. The numerical studies are presented to illustrate the effectiveness of the proposed model and methods.
- **Chapter 3** is devoted to the operating reserve capacity evaluation of aggregated heterogeneous thermostatically controlled loads (TCLs) with price signals. The individual TCL model on account of consumer behaviors is developed. On this basis, the moment estimation method and the probability density estimation method are proposed to estimate the reserve capacity with insufficient data.
• Chapter 4 is devoted to the lead–lag rebound effect from the aggregate response of air conditioners controlled by the changes of the set point temperature. The impacts of the lead–lag rebound are quantified by a proposed capacity–time evaluation framework of operating reserve. On this basis, an optimal sequential dispatch strategy of air conditioners is proposed for the entire mitigation of the lead–lag rebound and the provision of operating reserve with multiple duration time.

• Chapter 5 is devoted to the frequency regulation service (FRS) provided by the inverter air conditioners. The equivalent modeling of the inverter air conditioners is developed. In this manner, the inverter AC can be scheduled and compatible with the existing control system. A stochastic allocation method of the regulation sequence among inverter ACs is proposed to reduce the effect of FRS on customers. Besides, a hybrid control strategy by considering the dead band control and the hysteresis control is developed to reduce the frequency fluctuations of power systems.

• Chapter 6 expands the demand response to the heat and power integrated energy system (HE-IES). HE-IES, based on combined heat and power (CHP), is one of the most important forms of IES. It is assumed that both electricity energy system and heat energy system are managed by a single ISO and all the aggregators seek to minimize their energy costs. Incorporating the aggregators’ flexible energy demand into the central energy dispatch model therefore forms a two-level optimization problem (TLOP), where the ISO maximizes social welfare subject to aggregators’ strategies, in which aggregators adjust their energy demand so as to minimize the energy purchase cost.

• Chapter 7 analyzes the demand response potential of customers (usually refer to buildings) in the distribution-level heat and electricity integrated energy system. This chapter proposes a framework for utilizing the demand response to improve the operation of the integrated energy system which has gained rapid development recently. The framework involves three levels of the integrated energy system: aggregation of the smart buildings, distribution system, and transmission system or sub-transmission system. In the framework, the buildings’ demand response potential can be fully utilized and the operational flexibility of the transmission-level integrated energy system can be significantly improved.

• Chapter 8 is devoted to the evaluation of the economy of the three different flexibility resources to find the advantages/disadvantages of different resources and to provide guidance for investment in these flexible resources.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Air conditioner</td>
</tr>
<tr>
<td>AT</td>
<td>Activation time</td>
</tr>
<tr>
<td>CER</td>
<td>Carbon emission rate</td>
</tr>
<tr>
<td>CO₂</td>
<td>Carbon dioxide</td>
</tr>
<tr>
<td>COP</td>
<td>Coefficient of performance</td>
</tr>
<tr>
<td>DR</td>
<td>Demand response</td>
</tr>
<tr>
<td>DSR</td>
<td>Demand-side resource</td>
</tr>
<tr>
<td>DSM</td>
<td>Demand-side management</td>
</tr>
<tr>
<td>DT</td>
<td>Duration time</td>
</tr>
<tr>
<td>ECR</td>
<td>ESS’s energy capacity requirement</td>
</tr>
<tr>
<td>EER</td>
<td>Energy efficiency ratio</td>
</tr>
<tr>
<td>ED</td>
<td>Economic dispatch</td>
</tr>
<tr>
<td>ESS</td>
<td>Energy storage system</td>
</tr>
<tr>
<td>FRS</td>
<td>Frequency regulation service</td>
</tr>
<tr>
<td>GHG</td>
<td>Greenhouse gas</td>
</tr>
<tr>
<td>HVAC</td>
<td>Heating, ventilating and air conditioning</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and communication technologies</td>
</tr>
<tr>
<td>LCE</td>
<td>Expected load curtailment energy</td>
</tr>
<tr>
<td>LCR</td>
<td>Load power capacity requirement</td>
</tr>
<tr>
<td>ME</td>
<td>Moment estimation</td>
</tr>
<tr>
<td>MWhw</td>
<td>Per MWh of wind energy production</td>
</tr>
<tr>
<td>MWw</td>
<td>Per MW of installed wind power capacity</td>
</tr>
<tr>
<td>ORC</td>
<td>Operating reserve capacity</td>
</tr>
<tr>
<td>PCR</td>
<td>ESS’s power capacity requirement</td>
</tr>
<tr>
<td>PDE</td>
<td>Probability density estimation</td>
</tr>
<tr>
<td>PER</td>
<td>Period</td>
</tr>
<tr>
<td>PI</td>
<td>Proportional integral</td>
</tr>
<tr>
<td>PFR</td>
<td>Primary frequency regulation</td>
</tr>
<tr>
<td>RES</td>
<td>Renewable energy source</td>
</tr>
<tr>
<td>RC</td>
<td>Reserve capacity</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>-------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>RT</td>
<td>Response time</td>
</tr>
<tr>
<td>RR</td>
<td>Ramp rate</td>
</tr>
<tr>
<td>SFR</td>
<td>Secondary frequency regulation</td>
</tr>
<tr>
<td>SCCR</td>
<td>System coal consumption rate</td>
</tr>
<tr>
<td>TCL</td>
<td>Thermostatically controlled load</td>
</tr>
<tr>
<td>TSK</td>
<td>Takagi–Sugeno–Kang</td>
</tr>
<tr>
<td>UC</td>
<td>Unit commitment</td>
</tr>
</tbody>
</table>
Symbols

\[ H_{gain} \] Total heat gains of the room
\[ H_{loss} \] Total heat losses of the room
\[ H_{AC} \] Heating/cooling generated by AC
\[ H_{internal} \] Heat gain from appliances and occupants
\[ H_{solar} \] Solar radiation received by the room
\[ c_A \] Heat capacity of air
\[ \rho_A \] Density of air
\[ T_A \] Temperature in the room
\[ T_O \] Ambient temperature
\[ T_{set}^{(k)} \] Set temperature of the \( k \)th AC
\[ T_{set2}^{(k)} \] Reset temperature of the \( k \)th AC
\[ \Delta T_{set} \] Temperature adjustment
\[ T_{by}^{(k)} \] Hysteresis band control of temperature
\[ A \] Living area of the room
\[ h \] Height of the room
\[ A_S \] Surface area of the room envelope
\[ V \] Volume of the room
\[ \varepsilon \] Coefficient of heat release by appliances and occupants
\[ P_{inc} \] Time-varying coefficient of heat absorbed from the sun
\[ S \] Operation state of AC
\[ S_{cool} \] Cooling state of AC
\[ S_{heat} \] Heating state of AC
\[ S_{styb} \] Standby state of AC
\[ P \] Power of AC
\[ P_{cool}^{(k)} \] Power of the \( k \)th AC in cooling state
\[ P_{styb}^{(k)} \] Power of the \( k \)th AC in standby state
\[ P_{D_{cool}}^{(k)} \] Length of time in cooling state
\[ P_{D_{styb}}^{(k)} \] Length of time in standby state
Symbols

\( k \) Serial number of ACs
\( N \) Total number of ACs
\( t \) Time
\( t_{ds} \) Start moment of duration time
\( t_{de} \) End moment of duration time
\( \alpha \) Valid interval of providing operating reserve
\( P_{\text{max}} \) Maximum power before receiving the control signal
\( P_{\text{min}} \) Minimum power after receiving the control signal
\( SS \) Send control signal
\( SR \) Receive control signal
\( t_{SS} \) Moment of sending control signal
\( t_{SR} \) Moment of receiving control signal
\( T_{\text{set}} \) Set temperature of the TCL
\( T_{\text{room}} \) Room temperature
\( S \) Operation state of the TCL
\( \Delta T \) Hysteresis band of the room temperature
\( P(t) \) Load power of the TCL
\( P_r \) Rated power of the TCL
\( p(t) \) Electricity price
\( C(t) \) Electricity cost
\( Q(t) \) Refrigerating capacity of the TCL
\( H_r \) Equivalent thermal conductance of the room
\( T_{\text{ext}} \) Outdoor ambient temperature
\( C_{\text{room}} \) Thermal mass of the room
\( \mu \) Membership values
\( P_{\text{avg}}^k \) Average power of the \( k \)th TCL
\( \Delta P^k \) Power deviation of the \( k \)th TCL
\( P_{\text{ORC}} \) Total ORC provided by aggregated heterogeneous TCLs
\( \hat{f}_h \) Dimension probability density estimation
\( N_s \) TCL’s number which can be measured
\( N \) Total number of TCLs
\( \bar{P}_{\text{avg}} \) Evaluation value of the average power \( P_{\text{avg}} \)
\( \bar{P}_{\text{ORC}} \) Evaluation value of the total ORC \( P_{\text{ORC}} \)
\( \alpha \) Weight of consumer preferences between the electricity cost and the room temperature
\( e_m \) Error of the estimated ORC
\( i \) Index of an individual AC
\( g \) Index of an AC group
\( k \) Index of an AC group to be dispatched
\( q \) Index of an AC group to be recovered
\( d \) Index of the reserve deployment period
\( r \) Index of the recovery period
\( t \) Index of time (h)
Symbols

- $\theta_i(t)$: Room temperature corresponding to the $i$th AC at the time $t$ (°C)
- $\theta_a(t)$: Ambient temperature (°C)
- $T_{set,i}$: Set point temperature of the $i$th AC (°C)
- $\theta^+ / \theta^-$: The upper/lower temperature hysteresis band of the $i$th AC (°C)
- $\Gamma$: The set of all the ACs under an aggregator
- $\Gamma^{\text{max}}$: The number of ACs in $\Gamma$
- $\tau^d_{g} / \tau^r_{g}$: The reserve deployment/recovery time instant of group $g$ (h)
- $RC^d_{g}$: Reserve capacity of group $g$ during the reserve deployment period (MW)
- $RC^r_{g}$: Reserve capacity of group $g$ during the reserve recovery period (MW)
- $BC^d_{g}$: Rebound capacity of group $g$ during the reserve deployment period (MW)
- $BC^r_{g}$: Rebound capacity of group $g$ during the reserve recovery period (MW)
- $PD_{g}$: The difference of the aggregate power before and after the changes of the set point temperature (MW)
- $SD_{x(t)}$: The standard deviation of the variable $x(t)$ during the time period $[t_1, t_2]$.
- $PV_{g}$: Power volatility of aggregate power of group $g$ after the end of rebound process (MW)
- $DT_{g}$: Deployment duration of operating reserve provided by ACs in group $g$ (h)
- $RT_{g}$: Ramp time of operating reserve provided by ACs in group $g$ (min)
- $RR_{g}$: Ramp rate of operating reserve provided by ACs in group $g$ (MW/min)
- $RC_{g}^{*}$: Required reserve capacity instructed by the system operator (MW)
- $DT_{g}^{*}$: Required deployment duration instructed by the system operator (h)
- $Q_{gain}$: Total heat gains of the room (kW)
- $Q_{AC}$: Refrigerating capacity of the AC (kW)
- $Q_{dis}$: Heat power from people, lights, appliances, and other disturbances (kW)
- $P_{AC}$: Operating power of the inverter AC (kW)
- $f_{AC}$: Operating frequency of the inverter AC (Hz)
- $T_{O}$: Ambient temperature
- $T_{A}$: Indoor temperature
- $T_{set}$: Set temperature of the inverter AC (°C)
- $T_{dev}$: The deviation between the indoor temperature and the set temperature (°C)
- $T_{c}$: Time constant of inverter AC’s compressor (s)
- $\Delta P_{G}$: Regulation capacity of the generator (kW)
- $\Delta P_{AC}$: Regulation capacity of the inverter AC (kW)
- $\Delta f$: The frequency deviation of the system (Hz)
### Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_i$</td>
<td>The allocation coefficient of the regulation capacity among inverter ACs</td>
</tr>
<tr>
<td>$R$</td>
<td>The speed droop parameter of PFR</td>
</tr>
<tr>
<td>$K$</td>
<td>The integral gain of SFR</td>
</tr>
<tr>
<td>$H$</td>
<td>The inertia of the generator</td>
</tr>
<tr>
<td>$K_D$</td>
<td>The load-damping factor of the system</td>
</tr>
<tr>
<td>$F_{HP}$</td>
<td>The power fraction of the high-pressure turbine section</td>
</tr>
<tr>
<td>$T_g$</td>
<td>Time constant of the speed governor (s)</td>
</tr>
<tr>
<td>$T_r$</td>
<td>Time constant of the reheat process (s)</td>
</tr>
<tr>
<td>$T_t$</td>
<td>Time constant of the turbine (s)</td>
</tr>
<tr>
<td>$\Delta f_{ACi}$</td>
<td>Dead band of the frequency deviation (Hz)</td>
</tr>
<tr>
<td>$k_P, k_Q$</td>
<td>Slope parameters of the inverter AC</td>
</tr>
<tr>
<td>$\mu_P, \mu_Q$</td>
<td>Intercept parameters of the inverter AC</td>
</tr>
<tr>
<td>$g_i, g_j, g_k$</td>
<td>Index of generating units (subscript)</td>
</tr>
<tr>
<td>$j$</td>
<td>Index of customers (subscript)</td>
</tr>
<tr>
<td>$i$</td>
<td>Index of aggregators (subscript)</td>
</tr>
<tr>
<td>$n, p$</td>
<td>Index of buses (subscript)</td>
</tr>
<tr>
<td>$t$</td>
<td>Index of time intervals (superscript)</td>
</tr>
<tr>
<td>$C_w$</td>
<td>Specific heat of water ($J/kg,°C$)</td>
</tr>
<tr>
<td>$T_s/T_r$</td>
<td>Supply/return temperature (°C)</td>
</tr>
<tr>
<td>$T_a/T_n$</td>
<td>Ambient/indoor temperature (°C)</td>
</tr>
<tr>
<td>$T_{in}/T_{out}$</td>
<td>Inlet/outlet temperature (°C)</td>
</tr>
<tr>
<td>$m_i$</td>
<td>Heat water mass flow (kg/s)</td>
</tr>
<tr>
<td>$H$</td>
<td>Volumetric heat index (W/(m$^3$ °C))</td>
</tr>
<tr>
<td>$V$</td>
<td>Peripheral volume (W/(m °C))</td>
</tr>
<tr>
<td>$l$</td>
<td>Length of the pipe (m)</td>
</tr>
<tr>
<td>$h$</td>
<td>Heat transfer coefficient (W/(m °C))</td>
</tr>
<tr>
<td>$R$</td>
<td>Relative transfer coefficient (W/(m °C))</td>
</tr>
<tr>
<td>$\eta_{eh}$</td>
<td>Efficiency of electric heating</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Water density ($kg/m^3$)</td>
</tr>
<tr>
<td>$N_{gj}$</td>
<td>Number of CHP units</td>
</tr>
<tr>
<td>$N_{gi}$</td>
<td>Number of electricity-only units</td>
</tr>
<tr>
<td>$N_a$</td>
<td>Number of aggregators</td>
</tr>
<tr>
<td>$NT$</td>
<td>Number of time intervals</td>
</tr>
<tr>
<td>$B_i$</td>
<td>Benefit function of aggregator $i$</td>
</tr>
<tr>
<td>$G_{e,gi}$</td>
<td>Output of thermal electricity-only units</td>
</tr>
<tr>
<td>$G_{e,gi}$</td>
<td>Power output of CHP units (MW)</td>
</tr>
<tr>
<td>$G_{h,gi}$</td>
<td>Heat output of CHP units (MW)</td>
</tr>
<tr>
<td>$Y_{eh}$</td>
<td>Heat-to-electricity ratio of CHP units</td>
</tr>
<tr>
<td>$L_e$</td>
<td>Total electricity demand (MW)</td>
</tr>
<tr>
<td>$L_{es}$</td>
<td>Electricity demand (heating) (MW)</td>
</tr>
<tr>
<td>$L_{e0}$</td>
<td>Electricity demand (non-heating) (MW)</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$L_{h0,j}$</td>
<td>Heating demand of customer $j$ (MW)</td>
</tr>
<tr>
<td>$L_{h,i}$</td>
<td>Heat demand of aggregator $i$ (MW)</td>
</tr>
<tr>
<td>$G_{np}$</td>
<td>Conductance of the transmission line</td>
</tr>
<tr>
<td>$B_{np}$</td>
<td>Susceptance of the transmission line</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Phase angle</td>
</tr>
<tr>
<td>$V$</td>
<td>Magnitude of the bus voltage</td>
</tr>
<tr>
<td>$\tau_{\text{max}}$</td>
<td>Transmission line capacity (MW)</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Efficiency of electric heating</td>
</tr>
<tr>
<td>$p_c, p_h$</td>
<td>Electricity price, heat price ($/\text{MWh}$)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Dual variables of the constraints</td>
</tr>
<tr>
<td>$\phi, \varphi$</td>
<td>Index of thermal generating units</td>
</tr>
<tr>
<td>$w$</td>
<td>Index of wind power units</td>
</tr>
<tr>
<td>$j$</td>
<td>Index of customers</td>
</tr>
<tr>
<td>$i$</td>
<td>Index of aggregators</td>
</tr>
<tr>
<td>$n, p$</td>
<td>Index of buses</td>
</tr>
<tr>
<td>$t$</td>
<td>Index of time intervals</td>
</tr>
<tr>
<td>$a, h, o$</td>
<td>Air and mass in the house, outside air</td>
</tr>
<tr>
<td>$c_w$</td>
<td>Specific heat of water</td>
</tr>
<tr>
<td>$c_a/c_h$</td>
<td>Air/mass heat capacity</td>
</tr>
<tr>
<td>$\tau_s/\tau_r$</td>
<td>Supply/return temperature</td>
</tr>
<tr>
<td>$\tau_a/\tau_h/\tau_o$</td>
<td>Indoor air/house mass/ambient temperature</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>Static pressure of the pipeline</td>
</tr>
<tr>
<td>$u$</td>
<td>The gain/heat loss coefficient</td>
</tr>
<tr>
<td>$mi, mj$</td>
<td>Heat water mass flow</td>
</tr>
<tr>
<td>$h$</td>
<td>Heat transfer coefficient</td>
</tr>
<tr>
<td>$l$</td>
<td>Length of the pipe</td>
</tr>
<tr>
<td>$\eta_{\text{ES}}$</td>
<td>Efficiency of electric heating</td>
</tr>
<tr>
<td>$L_{\text{H,IMP}}^{\text{bui}}$</td>
<td>Heat demand of the building</td>
</tr>
<tr>
<td>$L_{\text{E,IMP}}^{\text{bui}}$</td>
<td>Electric demand of the building</td>
</tr>
<tr>
<td>$r_{\text{ES}}^{\text{bui}}/L_{\text{E,E0}}^{\text{bui}}$</td>
<td>Electricity demand (heating/non-heating)</td>
</tr>
<tr>
<td>$r_{\text{H,ES}}^{\text{bui}}$</td>
<td>Heat power produced by electric heating</td>
</tr>
<tr>
<td>$L_{\text{H,ALL}}^{\text{bui}}$</td>
<td>Total heat power injected into the building</td>
</tr>
<tr>
<td>$P_{\text{dem}}^{E,i} / P_{\text{dem}}^{H,i}$</td>
<td>Heat/electric demand of the aggregator $i$</td>
</tr>
<tr>
<td>$P_{\text{E,n}}^{\text{H,n}}$</td>
<td>Total heat/electric demand at bus $n$</td>
</tr>
<tr>
<td>$P_{\text{gen}}^{E,\phi} / P_{\text{gen}}^{H,\phi}$</td>
<td>Power output of electricity-only units</td>
</tr>
<tr>
<td>$P_{\text{line}}^{H,\phi,\text{np}}$</td>
<td>Power/heat output of CHP units</td>
</tr>
<tr>
<td>$N_{\phi}$</td>
<td>Number of CHP units</td>
</tr>
<tr>
<td>$N_{\phi}$</td>
<td>Number of electricity-only units</td>
</tr>
<tr>
<td>$N_A$</td>
<td>Number of customer aggregators</td>
</tr>
</tbody>
</table>
Symbols

$NT_H$ Number of time intervals
$R_i$ Revenue function of aggregator $i$
$C_{gen}$ Generation cost function of generating unit
$\gamma_{HE}$ Heat-to-electricity ratio of CHP units
$G_{np}/B_{np}$ Conductance/susceptance of the line
$\theta$ Phase angle
$V$ Magnitude of the bus voltage
$T_{max}$ Transmission line capacity
$p_e, p_h$ Electricity price, heat price
$A/H$ Area and height of the building
$i, j$ Index of conventional generating units
$w$ Index of wind power plants
$l$ Index of electric load
$t$ Index of time periods
$k$ Index of the state
$N_C$ Number of conventional generating units
$N_W$ Number of wind power plants
$N_L$ Number of electric loads
$I_i$ Status of the unit $i$ (0 or 1)
$c_{i}^{u}, c_{i}^{d}$ Start-up/turnoff cost
$R_u$ Ramp rate of the generating unit
$S_u$ Start-up ramp rate of the generating unit
$P_{gen}^i$ Power out of the generating unit $i$
$P_{dem}^l$ Power demand of the electric load $l$
$P_{gen}^w$ Power out of the wind plant $w$
$P_{rate}^w$ Rated capacity of the wind plant $w$
$P_{pre}^{w,t}$ Day-ahead wind power forecast
$P_{a}^{w,t}$ Real-time wind power potential
$\omega_w$ Capacity credit of the wind power plant
$V_{ci}/V_{co}$ Cut-in/cut-out wind speed
$V_r$ Rated wind speed
$P_{disc}^l$ Discharging power of the ESS
$P_{inter}^l$ Interrupted power of electric load $l$
$P_{ESS}^{w}$ PCR of the ESS (MW/MWw)
$E_{ESS}^{w}$ ECR of the ESS (MWh/MWhw)
$E_{DSM}^{w}$ LCR of the ESS (%)
$E_{DSM}^{w}$ ECR of the ESS (MWh/MWhw)
$\eta_{c}, \eta_{d}$ Charging, discharging efficiency
$\Delta t$ Interval between two time periods
$P_E$ Unit price of the ESS ($/MWh$
$P_{DSM}$ Unit price of the interrupted load ($/MWh$)
Symbols

$E_{CGU}^{day}$ Total conventional generation during a day
$E_{WIND}^{day}$ Total wind power generation during a day
$a_i, b_i, c_i$ Fuel consumption/carbon emission coefficients
$\mu, \sigma$ Capacity credit of the wind power plant
$\sigma_{\text{total}}$ Expected value and standard deviation of wind speed
$\sigma_{\text{wind}}, \sigma_{\text{load}}$ Standard deviation of the wind/load forecast error
Chapter 1
Air Conditioning and Heating as Demand Response in Modern Power Systems

The utilization of renewable energy sources (RES) is burgeoning to deal with the rapidly increasing energy consumption and environment deterioration, as shown in Figs. 1.1 and 1.2 [1]. There is a consensus that the intermittency and uncertainty of wind power have been the major barriers for large scale wind power integration. The large fluctuation and severe intermittence of RES make the power generation less predictable and controllable. Furthermore, the high penetration of RES, such as wind power and photovoltaic power, has posed a great challenge to the security and reliability of the power system operation [2]. Therefore, more operating reserve is required for the system to maintain balance between power supply and demand [3]. Operating reserve is the generating capacity available in a short period of time to avoid power shortage that results from emergencies, such as random failures of the generator and load fluctuations [4]. Operating reserve is mainly provided by conventional large generators, especially thermal power generating units and hydro turbines. However, thermal power generation may be phased out in the future. Moreover, the fluctuation brought by the growing share of RES will continuously increase, while the conventional operating reserve providers may not be able to satisfy the requirements of the system with burgeoning RES in the future. Therefore, the shortage of operating reserve has become an urgent issue for both power system operation and planning [5, 6].

The development of information and communication technologies (ICT) and electricity market has made the remote control of flexible loads much easier [7]. Thus it is possible for small end-customers to provide operating reserve to support power system's operation. Studies in [8, 9] have illustrated that flexible loads have positive effects on maintaining system balance between supply and demand. Small end-customers can serve as balancing resources through the application of smart controllers and smart meters [10]. By utilizing the communication infrastructure of the smart grid, small end-customers are able to control their daily energy consumption and adapt their electricity bills to their actual economic conditions [11], as shown in Fig. 1.3.
As one of the most popular and easily controlled flexible loads, air conditioners (AC) and heating equipments account for a large share in power consumption due to the mass application across the world [12], as shown in Fig. 1.4. According to a study carried out in Spain, electricity consumption of residential ACs accounts for about one third of the peak electricity consumption in large cities during the summer [13]. Therefore, ACs have yielded enormous potential in serving as energy storage devices, which can provide operating reserve by reducing power consumption temporarily. In this field, some researches have been conducted. For example, heating, ventilating and air-conditioning (HVAC) loads are controlled to adjust their demand profiles in response to the electricity price [7, 14, 15]. The potential for providing intra-hour load balancing services using aggregated HVAC loads has been investigated in [16]. Meanwhile, inconvenience to customers should be reduced as much as possible when ACs are controlled to provide operating reserve for power system [17–21]. Fuzzy logic-based approaches have been used in [17–19] to optimize both customer’s
satisfaction and utility savings. The AC’s on/off control time is considered in [20], which introduces a dynamic programming approach to minimize the load reduction in order to reduce the customers’ discomfort. Reference [21] combines the advantages of linear and dynamic programming approaches to enable an acceptable level of services. Moreover, some field demonstration projects in [22–26] have shown the benefits of the demand response. For example, Con Edison, an energy company in New York City, provides customers with free smart air-conditioning kits, which help customers control their ACs remotely while earning rewards [25]. Several countries in Europe, e.g. England, Germany and Denmark, have started smart heat pump projects to help balance generation and demand [26].

Facing the huge potential of air conditioning and heating loads, this book proposes the quantitative evaluation method of the regulation service, the capacity evaluation method of aggregated thermostatically controlled loads under dynamic price signals, the sequential-dispatch of operating reserve considering lead-lag rebound effect, and the frequency regulation control method, respectively. Moreover, the integration of flexible heating demand into the integrated energy system and a three-level framework for utilizing the demand response to improve the operation of the integrated energy system are also proposed. The economical evaluation of the flexible resources for providing the operational flexibility in the power system is also analyzed in this book.
Fig. 1.4 The air conditioning loads in Jiangsu Province of China
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Chapter 2
Aggregated Air Conditioners for Providing Operating Reserve

2.1 Introduction

The exiting control strategies of air conditioners (ACs) are mostly based on the on/off control strategy, which comes into effect only by making the ACs switch between the mode of on and off. The on/off control strategy is a rough control method that sheds load directly, which will cause a sudden change in the power, bring a disturbance to the customers involved in demand response programs, and have a negative impact on the operation and performance of ACs. With the development and reform of the electric utility industry, customers’ satisfaction with electric services will be increasingly more important.

Furthermore, several unified indexes, including the minimum/maximum generating capability, the start-up/shut-down time, the minimum/maximum reserve capacity, and the ramp-up/ramp-down rate limit, have been developed for evaluating the operating reserve performance provided by conventional power generating units [1, 2]. However, there are few researches which evaluate the performance of operating reserve provided by ACs for maintaining system balance. Only one index, the load-shedding capacity or load reduction, is defined to evaluate the performance of reserves for ancillary services in [3–6]. This index may not be comprehensive to evaluate the performance of operating reserve provided by ACs, since it is not clear whether the ACs can meet the requirements of providing operating reserve for the power system, how long the response time of the aggregated ACs is, and how long the load-shedding state of ACs can last. Therefore, the evaluation indexes for operating reserve provided by ACs are not sufficient. Consequently, the operating reserve provided by generation-side and demand-side cannot be dispatched collaboratively. Moreover, the lack of unified evaluation indexes makes it difficult to optimize the control of aggregated ACs, and increases the risk of unpredictable load fluctuations caused by the ACs’ control.

This chapter proposes a new control strategy based on the aggregation model of ACs, as shown in Fig. 2.1. The customers, who participate in the demand response program, have signed the contract with the agreement on providing load-shedding
when needed. Their houses are installed with the terminal controllers, and the customers can set the controllers’ parameters, such as a target comfortable temperature and a maximum adjustable temperature deviated from the target. Accordingly, the householders can get more benefits with a larger adjustable temperature range. When power reduction is needed, the control center sends control signals (SR) to each participated terminal controller. The SR may contain: the adjustment amount of ACs’ set temperature, the beginning time and the ending time of demand response. After receiving the control signal, the ACs will change the operation state, which results in reducing power consumption and providing operating reserve for that moment. Here, the adjustment amount of ACs’ set temperature will be within the maximum acceptable range, which is set in advance by the customers. In this way, the customers’ satisfaction can be guaranteed. Similar to the operating reserve provided by conventional generating units [7], several indexes are defined to evaluate the performance of operating reserve provided by individual AC and aggregated ACs, including reserve capacity (RC), response time (RT), duration time (DT) and ramp rate (RR). These indexes can provide an effective and efficient measurement of the maximum load-shedding capacity, the response time, the duration time, and the regulation rate.

The contributions of this chapter can be described as follows:

(a) Compared with the on/off control strategy, resetting the temperature of ACs is a softer approach to influence customers’ comfort, especially when the time interval is short before adjusting to the original set temperature.

(b) Resetting the temperature of ACs will not bring a sharp drop of the power which may be adverse to the safety of the power system operation. Moreover, the ACs will be less worn and get a longer operation life by adjusting their set temperature rather than turning them on/off repeatedly.

(c) The operating reserve performance provided by individual AC and aggregated ACs is evaluated quantitatively. Several indexes are defined, including RC, RT, DT and RR, which makes up the gap of evaluating the performance of operating reserve provided by HVAC loads.
Based on the proposed evaluation indexes, the operating reserve from demand-side can be dispatched by the system operator similar as conventional generating units, which will contribute to the improvement of power system’s economic performance [8].

The proposed evaluation indexes are calculated and analysed by simulations and case studies in this chapter. Results have shown the effectiveness of the proposed control strategy and evaluation indexes.

This chapter includes research related to the operating reserve evaluation of aggregated ACs by [9].

2.2 Operating Reserve Provided by Individual AC

2.2.1 Thermal Model of the Room

To study the control strategy for ACs and evaluate the performance of operating reserve provided by ACs, it is important to develop the thermal model of the room [10, 11]. The heat variation in the room is calculated by subtracting heat gains \( H_{gain} \) from heat losses \( H_{loss} \). The temperature in the room \( T_A \) can be represented as a function of time

\[
c_A \rho_A V \frac{dT_A}{dt} = H_{gain} - H_{loss}
\]  

(2.1)

where \( c_A, \rho_A \) and \( V \) denote the heat capacity of air, the density of air and the volume of the room, respectively; \( dT_A/dt \) is the temperature variation during each time interval.

The heat gains, from the AC \( H_{AC} \), internal appliances and occupants \( H_{internal} \) and the sun \( H_{solar} \), can be expressed as

\[
H_{gain} = H_{AC} + H_{internal} + H_{solar} = P \cdot COP + \varepsilon A + P_{incident}(t)A
\]  

(2.2)

where \( P \) and COP correspond to the operating power and coefficient of performance of AC, respectively; \( \varepsilon \) represents the coefficient of heat release by appliances and occupants; \( A \) is the living area of the room; \( P_{incident}(t) \) is the time-varying coefficient of heat absorbed from the sun [8]. Note that \( H_{AC} \) is a positive value in the heating state and a negative value in the cooling state.

COP is an important factor for AC, which expresses the relationship between the heat supply (cooling or heating) and the power input [12]. The value of COP is related to the performance of AC’s compressor, electric expansion valve, cooling load, and temperature difference between \( T_A \) and the ambient temperature \( T_O \) [13–15]. For the air-source ACs studied in this chapter, COP varies mainly with the temperature
difference between $T_A$ and $T_O$. Based on the data in [16], COP will be lower with a larger temperature difference, and it can be fitted to a straight line approximately, which can be expressed as

$$COP = -\theta \cdot |T_A - T_O| + \delta$$

(2.3)

where $\theta$ and $\delta$ are the fitted coefficients of the linear relationship between COP and $|T_A - T_O|$. 

The heat losses are estimated by calculating losses through the building envelope and air leakages [8], which can be expressed as

$$H_{loss} = K A_S (T_A - T_O) + c_A \rho_A V (T_A - T_O)n$$

(2.4)

where $K$ denotes the heat transfer coefficient; $A_S$ is the surface area of the envelope; $T_O$ denotes the ambient temperature; $n$ is the air exchange times.

### 2.2.2 Operation Characteristics of Individual Air Conditioner

Based on the thermal model as shown above, the operation characteristics of individual AC are analysed in this subsection. It is assumed that the ACs are turned on and operated in cooling mode. The general operation characteristics of the kth individual AC are shown in Fig. 2.2, where three typical curves are presented: (a) the variation curve of the temperature in the room, (b) the state variation curve of AC and (c) the operating power variation curve of AC.

Figure 2.2a describes the variation curve of the temperature in the room, where $T_A^{(k)}$ is the temperature within the kth room, $T_{set}^{(k)}$ represents the set temperature, which is set by the customers. $T_{hy}^{(k)}$ is the hysteresis band of temperature, which describes the maximum absolute difference between the room temperature and the set temperature. Therefore, the temperature in the room varies in the range $[T_{set}^{(k)} - T_{hy}^{(k)}, T_{set}^{(k)} + T_{hy}^{(k)}]$.

The operation state of the kth AC is shown in Fig. 2.2b. ACs in summer have two operation states: cooling state $S_{cool}^{(k)}$ and standby state $S_{styb}^{(k)}$. When the temperature in the room is not higher than the lower limit value $(T_{set}^{(k)} - T_{hy}^{(k)})$, the AC is turned to standby state. Conversely, when the temperature in the room is equal to or higher than the upper limit value $(T_{set}^{(k)} + T_{hy}^{(k)})$, the AC is turned to cooling state. Therefore, the operation state $S^{(k)}$ can be expressed as

$$S^{(k)} = \begin{cases} S_{cool}^{(k)}, & T_A^{(k)} \geq T_{set}^{(k)} + T_{hy}^{(k)} \\ S_{styb}^{(k)}, & T_A^{(k)} \leq T_{set}^{(k)} - T_{hy}^{(k)} \end{cases}$$

(2.5)
Fig. 2.2 Operation characteristics of the kth AC: 
(a) the variation curve of the temperature in the room, 
(b) the state variation curve of AC and 
(c) the operating power variation curve of AC

The operating power variation curve of the kth AC is similar to the state variation curve, as shown in Fig. 2.2(c), where $P^{(k)}$, $P^{(k)}_{cool}$ and $P^{(k)}_{styb}$ respectively correspond to the actual operating power, the power in cooling state and the power in standby state. Therefore, it can be expressed as

$$
P^{(k)} = \begin{cases} 
P^{(k)}_{cool}, & S^{(k)}_{cool} \\
P^{(k)}_{styb}, & S^{(k)}_{styb} 
\end{cases}$$

(2.6)

Conventionally, AC belongs to thermostatically controlled on/off device [1–3], which is considered as consuming constant power in cooling state and zero power in standby state.

### 2.2.3 Operating Reserve Provided by Individual Air Conditioner

Based on the operation characteristics of individual AC as shown above, this subsection analyses the operating reserve performance of individual AC. The control strategy is to reduce the power consumption by resetting AC’s temperature. For instance, the set temperature of ACs in cooling state can be adjusted to a higher level to reduce power consumption, thus providing operating reserve.
The buildings which participate in the demand response program have been installed terminal controllers, and customers can set the controllers’ parameters such as a comfortable temperature and a maximum adjustable temperature. Once power reduction is needed, the control center will send control signals, including the adjustment amount of ACs’ set temperature, the beginning time and the ending time of demand response, to each terminal controller. Upon receipt of the control signal, the ACs will adjust the set temperature, which results in reducing power consumption and providing operating reserve for system operation. Here, the adjustment amount of ACs’ set temperature will be in the maximum acceptable range, which is set in advance by the customers. In this way, the customers’ satisfaction can be guaranteed. If before the instructed ending time, the system operator decides that the power reduction is no longer needed, a recall of the deployment can be sent and ACs can be tuned back to their original set temperature earlier than scheduled. Otherwise, original set temperature will be brought back after the instructed ending time. Compared with the on/off control strategy, resetting the temperature of ACs is a softer approach within customers’ comfort zone, especially when the time interval is short before adjusting to the original set temperature.

According to the ACs’ operation state when receiving the control signal, ACs’ operating reserve performance can be divided into two categories: operating reserve provided by ACs in cooling state (Fig. 2.3), and in standby state (Fig. 2.4).
2.2 Operating Reserve Provided by Individual AC

Fig. 2.4 Operating reserve provided by the kth AC when receiving the control signal in standby state: a the variation curve of the temperature in the room and b the operating power variation curve of AC

(1) Operating Reserve Provided by ACs in Cooling State

Figure 2.3 illustrates individual AC’s operating reserve performance when receiving the control signal in cooling state. Figure 2.3a shows the temperature variation curve in the kth room and Fig. 2.3b shows the operating power variation curve of the kth AC. The solid line is the actual operating curve and the dashed line is the original operating curve if the set temperature is not adjusted. When the control signal is received by AC at the time \( t_{SR} \), the set temperature of the AC is reset from \( T_{set}^{(k)} \) to \( T_{set}^{(k)} + T_{hy}^{(k)} \). Then the AC turns to standby state and keeps in that state until the temperature in the room rises to the upper limit value of \( T_{set}^{(k)} + T_{hy}^{(k)} \). Therefore, ACs in cooling state can reduce power consumption and provide operating reserve in a fast response manner.

(2) Operating Reserve Provided by ACs in Standby State

Figure 2.4 illustrates individual AC’s operating reserve performance when receiving the control signal in standby state. Figure 2.4a is the temperature variation curve in the kth room and Fig. 2.4b is the operating power variation curve of the kth AC. Although the ACs in standby state have no power loads, these ACs will also reset the temperature from \( T_{set}^{(k)} \) to \( T_{set}^{(k)} + T_{hy}^{(k)} \) after receiving the control signal. Then the standby time will be extended to the time \( t_{de}^{(k)} \). If the set temperature is not adjusted, the AC
will turn to cooling state at the time $t_{ds}^{(k)}$. It is equivalent that ACs in standby state start to provide reserve capacity at the time $t_{ds}^{(k)}$ when the AC is supposed to work.

In order to evaluate the performance of operating reserve provided by individual AC, several indexes are defined, including reserve capacity (RC), response time (RT) and duration time (DT). RC is the maximum reserve capacity provided by the AC, which is equal to its cooling power. Therefore, the reserve capacity provided by ACs in both states can be expressed as

$$RC^{(k)} = P_{cool}^{(k)} \quad (2.7)$$

where $RC^{(k)}$ and $P_{cool}^{(k)}$ represents the reserve capacity and the cooling power of the $k$th AC, respectively.

Response time (RT) is the time delay before the AC starts to provide operating reserve after the control signal is sent. For ACs in cooling state, RT is the control signal communication time. While for ACs in standby state, RT has to add the original standby time, which can be expressed as

$$RT^{(k)} = \begin{cases} t_{SR}^{(k)} - t_{SS}^{(k)}, & t_{SR}^{(k)} \in PD_{cool}^{(k)} \\ t_{ds}^{(k)} - t_{SS}^{(k)}, & t_{SR}^{(k)} \in PD_{styb}^{(k)} \end{cases} \quad (2.8)$$

where $PD_{cool}^{(k)}$ and $PD_{styb}^{(k)}$ are the time periods of cooling state and standby state, respectively.

Duration time (DT) is the length of time that the AC keeps in standby state until it restarts to refrigerate. DT of ACs in both states can be defined as

$$DT^{(k)} = \begin{cases} t_{de}^{(k)} - t_{SR}^{(k)}, & t_{SR}^{(k)} \in PD_{cool}^{(k)} \\ t_{de}^{(k)} - t_{ds}^{(k)}, & t_{SR}^{(k)} \in PD_{styb}^{(k)} \end{cases} \quad (2.9)$$

### 2.3 Operating Reserve Provided by Aggregated ACs

Based on the operating reserve performance of individual AC as shown above, the operating reserve provided by the aggregated ACs is analysed in this section. The aggregated model contains multi-ACs, which have different rated powers and different coefficients of performance. The set temperature and operation state of these ACs are also different. Thus the reserve capacity provided by aggregated ACs is time-varying as the result of different response time and capacity of each AC.

Typical operating reserve provided by the aggregated ACs is shown in Fig. 2.5, where $P_{max}$ and $P_{min}$ correspond to the maximum power and minimum power of the aggregated ACs, respectively. The control signal is sent by the control center at the time $t_{SS}$. Because of the different response time, the ACs start to respond and provide reserve one by one rather than all at once. The aggregated ACs have the
minimum power consumption at the time $t_{ds}$ and start to provide operating reserve. The aggregated ACs finish providing operating reserve at the time $t_{de}$ when the power consumption of the aggregated ACs are rising. Because the minimum power is not a strict horizontal line, $\alpha\%$ is a valid interval from the maximum load-shedding capacity to a certain range, and $(RC_A \cdot \alpha\%)$ is regarded as the valid range in which the aggregated ACs provide operating reserve. And $(t_{de} - t_{ds})$ is regarded as the duration time of providing operating reserve.

### 2.3.1 Performance of Operating Reserve Provided by Aggregated ACs

Several indexes are proposed in this chapter to evaluate the performance of operating reserve provided by aggregated ACs, including reserve capacity $(RCA)$, response time $(RTA)$, duration time $(DTA)$ and ramp rate $(RRA)$.

#### (1) Reserve Capacity

Different from the reserve capacity provided by individual AC, RCA is defined as a valid range around the maximum reserve capacity, since the total power of aggregated ACs is fluctuating, even when it has reached the maximum shedding capacity.

It is assumed that the operating power of ACs at the time $t_{SS}$ is $P_{\max}$, and the minimum operating power is $P_{\min}$. Therefore, the reserve capacity of the aggregated ACs can be represented as

$$RC_A = P_{\max} - P_{\min}$$  \hspace{1cm} (2.10)
(2) **Response Time and Duration Time**

RTA is the length of time from the moment when the control signal is sent to the moment when valid reserve capacity is achieved. DTA is the length of time when the reserve capacity is within the valid range of RCA.

As shown in Fig. 2.5, $t_{ds}$ and $t_{de}$ can be evaluated according to the intersections of the operating power curve $P(t)$ and the upper boundary of the reserve capacity’s valid range ($P_{min} + RCA \cdot \alpha\%$). The intersections can be achieved by

$$P(t) = P_{min} + RCA \cdot \alpha\%$$  \hspace{1cm} (2.11)

Based on the two solutions $t_{ds}$ and $t_{de}$, the response time and duration time can be calculated as

$$RT_A = t_{ds} - t_{SS}$$  \hspace{1cm} (2.12)

$$DT_A = t_{de} - t_{ds}$$  \hspace{1cm} (2.13)

(3) **Ramp Rate**

RRA is the ratio of RCA and RTA, which reflects the rate of providing reserve capacity by aggregated ACs. According to the reserve capacity and response time, the ramp rate can be calculated as

$$RRA = \frac{RC_A \cdot (1 - \alpha\%)}{RT_A}$$  \hspace{1cm} (2.14)

### 2.3.2 Simulation Framework for Evaluating Operating Reserve Performance

Based on the thermal model of the room and the control strategy of AC, the operating reserve performance of the aggregated ACs can also be simulated.

Figure 2.6 shows the detailed flow chart of the simulation, which can be described by the following steps:

(a) Initialize the parameters, including AC parameters (such as rated powers, set temperatures and COP), room parameters (such as living areas and specific heat transfer coefficients of the building envelop) and ambient temperature.

(b) Determine whether ACs have been turned on. The turned off ACs are not available, and the program jumps to step g.

(c) Search for the control signal. The ACs will reset the set temperature from $T_{set}^{(k)}$ to $T_{set2}^{(k)}$ after receiving the signal. Otherwise, the set temperature will remain unchanged.

(d) Calculate the power of the kth AC and the corresponding heat flow produced by the AC.
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Fig. 2.6 The flow chart of simulation method for calculating operating reserve
Based on the thermal model of the room, calculate the kth room’s temperature $T^{(k)}_A$ at the time $t$.

Compare $T^{(k)}_A$ with the set temperature. The AC will either turn to cooling state if $T^{(k)}_A \geq T_{set}^{(k)} + T_{hy}^{(k)}$, or turn to standby state if... And the operation state remains unchanged in other cases.

Determine whether all the ACs have been considered. If some ACs have not been calculated, the program will loop from step b to step g. Otherwise, the program jumps to step h.

Calculate the total power at the time $t$.

Determine whether the simulation period PER has been finished. If the time $t$ is smaller than PER, the program will loop from step b to step i. Otherwise, the program jumps to step j.

Output all the results.

2.4 Case Studies and Discussions

This section evaluates the operating reserve performance of aggregated ACs by representative cases. It is organized as parameter initialization, operating reserve performance with different temperature adjustments, operating reserve performance with different numbers of ACs, analysis of aggregated ACs returning to original set temperature and analysis of demand response in actual case studies.

2.4.1 Parameter Initialization

Some fixed parameters are shown in Table 2.1 [16–18]. The variable parameters are set as follows.

The number of ACs is $N$, which is equal to the number of corresponding rooms.

The living area of the $N$ rooms are generated in the normal distribution by using the mean value of 100 m$^2$ and the standard deviation of 40 m$^2$.

The initial set temperatures of ACs distribute randomly between 23 and 26 °C.

The rated power of each AC is related to the living area of the corresponding room. In general, the rated power will be higher in a bigger room. Here it is assumed that each rated power equals to 60-fold living area. For example, the rated power is 1800 W if the room area is 30 m$^2$.

The ambient temperature is the actual monitored data of a city, on August 1, 2015 [19], as shown in Fig. 2.7. And the control signal sending time is 12:00 AM.
### Table 2.1  Fixed parameter initialization [16–18]

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definitions or descriptions</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>Height of the room</td>
<td>2.5</td>
<td>m</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Fitted coefficient of COP</td>
<td>0.0384</td>
<td>[16]</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Fitted coefficient of COP</td>
<td>3.9051</td>
<td>[16]</td>
</tr>
<tr>
<td>$K$</td>
<td>Heat transfer coefficient</td>
<td>7.69</td>
<td>W/°C m²</td>
</tr>
<tr>
<td>$C_A$</td>
<td>Heat capacity of air</td>
<td>1.005</td>
<td>kJ/(kg °C)</td>
</tr>
<tr>
<td>$\rho_A$</td>
<td>Density of air</td>
<td>1.205</td>
<td>kg/m³</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Coefficient of heat release by appliances and occupants</td>
<td>4.3</td>
<td>W/m²</td>
</tr>
<tr>
<td>$n$</td>
<td>Air exchange times</td>
<td>0.5</td>
<td>1/h</td>
</tr>
<tr>
<td>$T^{(k)}_{hy}$</td>
<td>Hysteresis band of temperature control</td>
<td>±1</td>
<td>°C</td>
</tr>
<tr>
<td>$\alpha$ %</td>
<td>Valid interval of providing operating reserve</td>
<td>10%</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Fig. 2.7** The ambient temperature [19]

#### 2.4.2 Operating Reserve Performance with Different Temperature Adjustments

This section will analyze the operating reserve performance with different temperature adjustments. The number of ACs is set to 100 and three conditions of different adjustment amounts of the set temperature $\Delta T_{set}$ are considered: $\Delta T_{set} = 1$ °C, $\Delta T_{set} = 2$ °C and $\Delta T_{set} = 3$ °C.

To directly demonstrate the operating process of the aggregated ACs, the temperature and power variation processes of 100 aggregated ACs with different temperature adjustments are shown in Fig. 2.8 and Fig. 2.9, respectively. Figure 2.8 indicates that the temperature of the 100 aggregated ACs are time-varying after adjusting the set...
Fig. 2.8 Temperature variation curves of 100 ACs with different temperature adjustments, a 1 °C, b 2 °C and c 3 °C

Fig. 2.9 Operating power curves with different temperature adjustments

The power curve in Fig. 2.9 is similar to the theoretical power curve shown in Fig. 2.5, which validates the effectiveness of the control strategy of the aggregated ACs.
Table 2.2 Four indexes in three kinds of temperature adjustments

<table>
<thead>
<tr>
<th>Indexes</th>
<th>$\Delta T_{set} = 1 , ^\circ C$</th>
<th>$\Delta T_{set} = 2 , ^\circ C$</th>
<th>$\Delta T_{set} = 3 , ^\circ C$</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCA</td>
<td>92.63</td>
<td>96.06</td>
<td>92.01</td>
<td>kW</td>
</tr>
<tr>
<td>RTA</td>
<td>2.83</td>
<td>0.21</td>
<td>0.16</td>
<td>Min</td>
</tr>
<tr>
<td>RRA</td>
<td>32.73</td>
<td>457.43</td>
<td>575.06</td>
<td>kW/Min</td>
</tr>
<tr>
<td>DTA</td>
<td>12.67</td>
<td>28.25</td>
<td>40.42</td>
<td>Min</td>
</tr>
</tbody>
</table>

The proposed indexes, reserve capacity (RCA), response time (RTA), duration time (DTA) and ramp rate (RRA), are calculated and shown in Table 2.2.

Several observations can be made from above simulation results:

AC aggregation can provide operating reserve, and the maximum reserve capacity can be reached in a short time.

Reserve capacities in the three cases are almost the same. When the number of ACs remains the same, the total installed power capacity will be roughly similar. Therefore, although the temperature adjustments are different, reserve capacities which AC aggregation can achieve are almost the same.

Response time in the three cases are all within 5 min, and the time will decrease along with the increase of the temperature adjustments. Especially, when the adjustment amount of temperature is more than 2 $^\circ C$, the response can be accomplished instantaneously. Response time will be a little longer in practice, due to the fact that the communication time of control signal is neglected in the simulation. However, the communication technology is able to achieve second-level communication nowadays. Therefore, the communication impact on response time is not significant.

Ramp rate is the ratio of reserve capacity to the response time. The value will be very large when the response time is relatively small. For example, ramp rate is 575.06 kW/Min when the temperature adjustment is 3 $^\circ C$.

Duration time in the three cases are extended along with the increase of the temperature adjustments. The more set temperatures are adjusted, the longer standby time will last, hence leading to a longer duration time. The relationship between duration time and the adjustment amount of the set temperatures can be fitted as a linear function, as shown in Fig. 2.10.

2.4.3 Operating Reserve Performance with Different Numbers of ACs

This subsection will analyze the operating reserve performance under different numbers of ACs. The number is set to 100, 500, 1000 and 2000. The adjustment amount of the set temperature $\Delta T_{set}$ is 1 $^\circ C$. The temperature and power variation processes of aggregated ACs are shown in Fig. 2.11 and Fig. 2.12, respectively.

The proposed four indexes can be calculated, as shown in Table 2.3.
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Fig. 2.10  Fitted curve of duration time and temperature adjustments

![Graph showing fitted curve with equation DT_a = 14.0886 \cdot \Delta T_{set} - 0.8600.]

\[ DT_a = 14.0886 \cdot \Delta T_{set} - 0.8600 \]

Fig. 2.11  Temperature variation curves with different numbers of ACs, a 500, b 1000 and c 2000

![Graphs showing temperature variation with different numbers of ACs.]

(a) \( N = 500, \Delta T_{set} = 1^\circ C \)

(b) \( N = 1000, \Delta T_{set} = 1^\circ C \)

(c) \( N = 2000, \Delta T_{set} = 1^\circ C \)
Compared with the results in Sect. 2.4.2, the simulation illustrates that the response time (RTA) and duration time (DTA) are most dependent on temperature adjustment, not on the number of ACs. However, reserve capacity (RCA) and ramp rate (RRA) will increase along with the number of ACs. The variation tendency of the two indexes with the number $N$ can be described in Fig. 2.13.

The curve-fitting solid line and dashed line respectively correspond to the reserve capacity and ramp rate, which are directly proportional to the number of ACs.
2.4.4 Analysis of Aggregated ACs Returning to Original Set Temperature

This subsection will analyse the operating performance of aggregated ACs returning to original set temperature. The studied number of ACs is 1000 and the adjustment amount of the set temperature $\Delta T_{set}$ is set to 1 $^\circ$C. Demand response ends at 16:00, and each AC returns to their original set temperature from $T_{set}^{(k)}$ to $T_{set}^{(k)}$. The temperature and power variation processes of aggregated ACs are shown in Fig. 2.14 and Fig. 2.15, respectively.

There are two cases in Fig. 2.15. In Case 1, all the aggregated ACs return to original set temperature at 16:00. A power rebound occurs, because all the ACs will turn to cooling state at almost the same time. Due to the thermal insulation properties of each building are with little difference in the same region, the duration time of each AC in cooling state or standby state is similar. Therefore, the power oscillation lasts for a lengthy period of time in this simulation [20].

In order to reduce the sharp rebound of power, a batch returning method is simulated in Case 2. ACs are divided into five groups. Every half an hour, a group of ACs returns to original set temperature. The second curve in Fig. 2.15 shows that power oscillation is confined to a certain range.
2.4.5 Analysis of Demand Response in Actual Case Studies

ACs can lead to the load peak and cause stress on the power system especially in hot days. Moreover, the increasing penetration of RES, such as wind power and photovoltaic power, brings more fluctuation and intermittence to the power generation. In order to testify the effectiveness of the proposed control strategy and evaluate the reserve capacity performance of residential ACs, a case study has been carried out by applying the proposed control strategy to real-recorded household demand through a demonstration project in a province of China, where the number of ACs rises rapidly, and their electricity consumption has accounted for more than 30 percent in summer. Each household participating in the project is equipped with a smart meter and a terminal energy controller. In addition, the householders sign the contract regarding how many times that they agree to be controlled in a year and how they will be compensated after demand response event.

There are 522 households participating in the demand response program, whose electricity consumption are collected every 15 min for two weeks. Two cases are considered:

Case 1: There is no demand response signal sent to the customers’ terminal controller in the first week. The original power consumption curve is calculated by the average of the seven days’ electricity consumption data.

Case 2: There is a beginning signal of demand response sent to the terminal controllers at 14:00 and an ending signal at 15:00 every day during the second week. Similarly, the second power consumption curve is calculated by the average of the seven days’ electricity consumption data.

The weather condition is similar during the selected two weeks. And it is assumed that these customers’ electric-equipment do not change. The results are shown in Fig. 2.16.

It can be seen that the demand response program performed in the second week causes peak load shifting: the load begins to decrease at 14:00 and reaches the lowest point at 14:56. The maximum power reduction is 1218.12 kW, which is the reserve
capacity (RCA). The power begins to rebound at 15:17 and returns to the normal level at 15:45. Base on the evaluation method of operating reserve, the other three indexes can be calculated. The response time (RTA), ramp rate (RRA) and duration time (DTA) are around 33 min, 40.61 kW/Min and 48 min, respectively. It demonstrates that demand response can provide operating reserve by reducing power consumption.

2.5 Conclusions

This chapter proposes a method to quantitatively analyze the operating reserve performance of the aggregated ACs. First, a softer control method on ACs is proposed and several indexes on the performance of operating reserve provided by AC aggregation are defined. These indexes, including reserve capacity, response time, duration time and ramp rate, are similar to the evaluation indexes of conventional power generations. Moreover, a simulation method on evaluating these indexes is proposed. The case study results show that AC aggregation can reach the maximum load-shedding within 5 min, and meet the requirements for providing operating reserve. The simulation results and the demonstration program validate the effectiveness of the proposed evaluation indexes for operating reserve provided by aggregated ACs.

Operating reserve capacity provided by ACs mainly relates to two factors, acceptable temperature adjustments and the number of ACs. Response time and duration time are mainly affected by temperature adjustments. Response time will be shorter or even instantaneous, when the temperature adjustment is large enough. Duration time will extend significantly along with the increase of the temperature adjustment. However, the other two indexes, reserve capacity and ramp rate will increase in direct proportion with the ACs’ number. Furthermore, customer’s comfort will be affected by a larger temperature adjustment. Therefore, in order to improve the potential of operating reserve, promoting more customers to participate in the demand response program is important.

This chapter has made up the gap of evaluating the performance of operating reserve provided by HVAC loads. Based on the indexes proposed in this chapter, the operating reserve from demand-side can be dispatched by the system operator as conventional generating units, which is a novel and meaningful practice for the power system. Moreover, this research can guide the demand response program and improve power system’s economy.
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Chapter 3
Heterogeneous Air Conditioner Aggregation for Providing Operating Reserve Considering Price Signals

3.1 Introduction

As illustrated in Chaps. 1 and 2, the increasing penetration of renewables brings more fluctuations to electric power systems [1]. Therefore, the requirement of operating reserve capacity (ORC) for maintaining power balance between supply and demand is larger [2–4]. Information and communication technology have developed, which makes it possible for demand side resources (DSRs) to provide operating reserve by reducing or shifting loads [5, 6]. Thermostatically controlled loads (TCLs), such as heating, ventilation and air conditioning, account for a large share of power consumptions. For example, the power proportion of residential air conditionings reaches up to 40% during summer peak load periods in China [7, 8]. Moreover, consumer’s comfort will not be affected when the operating states of TCLs are adjusted temporarily [9, 10]. Therefore, TCLs have a great potential to be controlled and provide ORC [11]. A TCL model is developed in [12] to participate in operating reserve services. Reference [13] proposes centralized control methods on TCLs to provide operating reserve. The comparison of distributed system and centralized system is studies in [14]. Besides, a load following method is developed in [6] to enhance the safety and stability of the power system. An operational planning framework for aggregated TCLs is developed to improve the efficiency in day-ahead scheduling and real-time operation [15, 16].

Price-based demand response (DR) is one of the main approaches for DSRs providing operating reserve services [10, 17]. Consumers can adjust the power consumption to respond the variable electricity prices [18] and reduce their electricity expenditure [19, 20]. Moreover, the social welfare is improved based on the price-based DR [21] and the optimization mechanism [22, 23]. However, two practical problems of ORC evaluation are relatively less studied: On the one hand, the lack of consumer behavior model makes it difficult to evaluate the ORC provided by aggregated TCLs. Consumers have diverse preferences on power consumption when the electricity prices are fluctuated [24–26]. Therefore, the consumer decision making process is relatively vague. On the other hand, it is impractical to obtain all the hetero-
geneous parameters, especially for large-scale TCL aggregations. Therefore, ORC has to be evaluated based on insufficient data of aggregated heterogeneous TCLs.

In this chapter, an ORC evaluation method for large-scale aggregated heterogeneous TCLs is proposed based on insufficient measurement data. Firstly, an individual TCL model is developed to evaluate ORC provided by a consumer. Then, satisfaction index is quantified by the fuzzy set method. Consumer’s decision-making process and behaviors are simulated with the aim of maximizing satisfactions. Finally, the probability density estimation (PDE) method is proposed to evaluate ORC with insufficient data. The main contributions of this chapter can be summarized as follows:

(a) The individual TCL model integrating electric-thermal characteristics and consumer behaviors, is developed for providing ORC considering consumer satisfaction with price signals, which has been rarely studied in the existing literatures.

(b) Consumer preferences on the electricity price and the room temperature are modeled with the fuzzy set method. In this manner, consumer’s cognition and trade-off in decision making process can be quantified for consumer behavior simulation.

(c) The PDE method is proposed to evaluate the ORC of large-scale heterogeneous TCLs without sufficient measurement data. Compared with the traditional moment estimation method, the evaluation precision of ORC is improved significantly.

This chapter includes research related to the operating reserve capacity evaluation of aggregated heterogeneous TCLs with price signals by [27].

3.2 Individual TCL Model

3.2.1 Framework and Electric-Thermal Model

To evaluate ORC provided by aggregated TCLs, the framework of an individual TCL model is proposed, as shown in Fig. 3.1. The individual TCL model comprises the consumer model and the electric-thermal model, the latter of which is divided into electric model of the TCL and the thermal model of a room. Moreover, the input and output of the individual TCL model are price signals and ORC, respectively [3, 28].

The consumer model is developed to simulate the consumer behaviors, which considers the electricity cost and room temperature. Based on the preference of the two factors, index of consumer’s satisfaction is defined. Then, optimal control strategy is designed to maximize consumers’ satisfaction level. The modeling details will be discussed in the next two subsections.
It is assumed that TCLs work in refrigeration mode during summer period. The operating state of the TCL is decided by the set temperature $T_{set}(t)$ and the current room temperature $T_{room}(t)$, which can be expressed as

$$S(t) = \begin{cases} 1, & T_{room}(t) \geq T_{set}(t) + \Delta T \\ 0, & T_{room}(t) \leq T_{set}(t) - \Delta T \\ S(t - \tau), & \text{else} \end{cases} \quad (3.1)$$

where $S(t)$ is the operating state of the TCL; $\Delta T$ represents the hysteresis band for room temperature control; $\tau$ is the time interval of each control. The TCL will turn to refrigeration mode ($S(t) = 1$) if the room temperature is higher than the set temperature, while the TCL will turn to standby mode ($S(t) = 0$) if the room temperature is lower than the set temperature.

The power consumption and the electricity cost of the TCL can be expressed as

$$P(t) = P_r \cdot S(t) \quad (3.2)$$

$$C(t) = P(t) \cdot p(t) \quad (3.3)$$

where $P(t)$ and $P_r$ is the power consumption and the rated power of the TCL, respectively; $C(t)$ is the electricity cost; $p(t)$ is the electricity price.

Moreover, the refrigerating capacity provided by the TCL can be expressed as

$$Q(t) = EER \cdot P(t) \cdot \tau \quad (3.4)$$

where $EER$ is the energy efficiency ratio between the power consumption and the refrigerating capacity.

The thermal model of the room can be described as [29]
3.2 Consumer Satisfaction Quantization

It is crucial to ensure consumer satisfaction when controlling electricity consumption of TCLs so that consumers are willing to participate in DR programs. TCL consumer satisfaction is mainly affected by their preferences for the room temperature and the electricity cost, which tend to be unspecific and may change over time with high uncertainty. The fuzzy set method is able to model the qualitative aspects of human knowledge without precise quantitative analysis [30, 31]. Therefore, a typical fuzzy model (i.e., TSK (Takagi-Sugeno-Kang) fuzzy model [32]), which is adapted at processing intermediate values just like human cognition, is proposed to quantify consumer satisfaction, as shown in Fig. 3.2.

Consumer’s cognitions can be modeled by the approach of fuzzy set method. Three fuzzy subsets of room temperatures $T_{room}$ are defined to represent different feelings, including cool (CL), comfortable (CM) and hot (HT). Similarly, three fuzzy subsets of electricity costs including low (LW), acceptable (AP) and high (HG) are defined to express the consumer sensitivity. The membership values of each fuzzy subset could be derived from adopted membership functions.

Each combination of the above subsets will have corresponding consumer satisfaction values. Consumer satisfaction value depends on the transition from the temperature and cost subsets. In TSK fuzzy model, the transition is defined as a form

$$T_{room}(t) = T_{room}(t - \tau) + \frac{Q - H_r(T_{room}(t - \tau) - T_{ext})}{C_{room}}$$

(3.5)

where $H_r$ is the equivalent thermal conductance between the indoor air and the ambient air; $T_{ext}$ and $C_{room}$ are the ambient temperature and thermal mass of the room, respectively.
of IF-THEN rules with a linear function integrating the room temperature and the electricity cost. A typical fuzzy rule to calculate satisfaction can be expressed as

\[ y^i_s = f^i(C, T_{room}) \]  \hspace{1cm} (3.6)

where \( y^i_s \) is the consumer satisfaction value of the \( i \)th fuzzy rule. \( f^i(\cdot) \) is the linear function of the \( i \)th fuzzy rule, which can be expressed as

\[ f^i(C, T_{room}) = a^i_0 + a^i_1 \cdot C + a^i_2 \cdot T_{room} \]  \hspace{1cm} (3.7)

where \( a^i_0, a^i_1, a^i_2 \) are parameters for the \( i \)th consumer. Consumers’ trade-off between room temperature and electricity cost can be simulated based on reasonable choices of these parameters, whose example is shown in Sect. 3.4.1.

From Eqs. (3.6) and (3.7), the satisfaction index can be calculated by the function \( f^i(\cdot) \), if the electricity cost \( C \) is LW and the room temperature \( T_{room} \) is CM, respectively. Similarly, all combinations of the subsets can be calculated according to different parameters of heterogeneous customers. In this manner, consumer satisfaction \( y_s \) can be expressed as the output of TSK fuzzy model [32]

\[ y_s = \frac{\sum_{i=1}^{R} (\mu^i_C(C) \cdot \mu^i_T(T_{room}) \cdot y^i_s)}{\sum_{i=1}^{R} (\mu^i_C(C) \cdot \mu^i_T(T_{room}))} \]  \hspace{1cm} (3.8)

where \( \mu^i_C, \mu^i_T \) are the membership functions of the different fuzzy subsets corresponding to the \( i \)th fuzzy rule, whose subscript ‘\( C \)’ and ‘\( T \)’ indicate the fuzzy subsets of the electricity cost \( C \) and the room temperature \( T_{room} \), respectively. \( R \) is the number of the fuzzy rules. From Eqs. (3.6) to (3.8), the TSK fuzzy model is able to output the quantified consumer satisfaction based on the inputs of the room temperature and the electricity cost.

### 3.2.3 Maximum Satisfaction Control Strategies

According to the economic man hypothesis [33], it is assumed that each individual is rational with complete knowledge and aims to maximize personal utility. Therefore, the decision making process of TCL consumer is to maximize the satisfaction, which is determined by the electricity cost and the room temperature. In this way, the control strategy of the set temperature is to maximize satisfaction \( y_s \) and is expressed by

\[ \text{Max} \frac{\sum_{i=1}^{R} (\mu^i_C(C) \cdot \mu^i_T(T_{room}) \cdot y^i_s)}{\sum_{i=1}^{R} (\mu^i_C(C) \cdot \mu^i_T(T_{room}))} \]  \hspace{1cm} (3.9)

where \( y_s \) is the consumer satisfaction expression shown in Eq. (3.8). The constraints are as following:
(a) TCL model in Eqs. (3.1) and (3.2);
(b) Cost function in Eq. (3.3);
(c) Thermal model in Eqs. (3.4) and (3.5);
(d) Inequality constraint:

\[ T_{\text{min}} \leq T_{\text{set}}(t) \leq T_{\text{max}} \]  

(3.10)

The objective function of the Eq. (3.10) is complex and nonlinear, which lead to a nonlinear mixed-integer programming. In practice, the set temperature of a TCL is an integer and limited in a certain range. For example, the set temperature range of TCL is between 18 and 30 °C in general, where only the integer temperatures could be set. There are few temperature alternatives for consumer decisions. Therefore, traversal method is applied to solve this optimization. The calculation steps are as following:

(a) List alternative set temperatures of the TCL;
(b) Calculate the average power and electricity cost in different set temperatures;
(c) Calculate the consumer satisfaction values by the fuzzy model;
(d) Compare each satisfaction values and choose the set temperature \( T_{\text{set}} \) corresponding to maximum satisfaction as the optimal decision.

As shown in Fig. 3.1, the set temperature \( T_{\text{set}} \) serves as an intermediate variable in the process from input (price signals) to output (power consumption). After obtaining optimal \( T_{\text{set}} \), power consumption \( P \) can be calculated based on the electric-thermal model and then, ORC can be evaluated.

### 3.3 ORC Evaluation of Aggregated Heterogeneous TCLs

The individual TCL model involves many parameters and variables, which could influence the output more or less. Aggregators or operators of power systems are required to obtain all the values to evaluate the total ORC. In general, ORC evaluation can be calculated in

\[ P_{\text{ORC}}(p_0, p_1) = \sum_{k=1}^{N} \Delta P^k(p_0, p_1) \]  

(3.11)

where \( N \) is the total number of TCLs, and \( \Delta P^k(p_0, p_1) \) is a function of the current price \( p_0 \) and target price \( p_1 \), which can be expressed as

\[ \Delta P^k(p_0, p_1) = P^k(p_0) - P^k(p_1) \]  

(3.12)

where \( P^k(p) \) is the average power of the \( k \)-th TCL.
In practice, estimation sometimes must be made without enough information due to limited measurements or equipment failures. For example, the thermal parameters (e.g. equivalent thermal conductance and thermal mass) cannot be collected easily because the values vary with time, locations and buildings. These parameters or variables may be obtained via survey by field works, or by parameter fitting from actual monitoring data. But it costs too much to obtain these parameters of every individual, especially for a large-scale heterogeneous aggregation. Thus, ORC provided by TCLs must be evaluated based on insufficient data. In this section, two feasible estimation methods are given: moment estimation (ME) method and probability density estimation (PDE) method.

### 3.3.1 Moment Estimation Method

Moment estimation (ME) method, as one of the point estimation methods [34], is applied in ORC evaluation. The evaluation steps are shown in Fig. 3.3.

It is assumed that the number of known TCLs is $N_s$ of the whole number $N$. The mean value of ORC based on $N_s$ TCL data is calculated. Then, the total ORC of all the $N$ TCLs is estimated, which can be expressed as

$$\tilde{P}_{ORC}(p_0, p_1) = \frac{N}{N_s} \sum_{k_i=1}^{N_s} \Delta P^k(p_0, p_1) \tag{3.13}$$

### 3.3.2 Probability Density Estimation Method

The probability density estimation (PDE) method is divided into two stages. Kernel density estimation is used in the first stage to estimate probability density function based on the limited measurement data. In the second stage, the ORC of aggregated TCLs is evaluated by calculating the expectation of power consumption.

1. **The First Stage**

Kernel density estimation is one of non-parametric PDE methods to estimate the probability density distribution. Compared with parametric methods, the main advantage is the extensive applicability in unknown densities, especially for irregular shapes [35]. Moreover, the smoothness of kernel density results helps to avoid statistical errors compared with other non-parametric density estimation methods, such as frequency histogram. In Fig. 3.4, a multi-peak density function is taken as an example to illustrate the principle of kernel density estimation.

There are 6 known data points marked in black solid lines. Every known data point corresponds to a kernel function, which is normal distribution indicated by red
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In this way, the density of a parameter could be estimated based on the data with the least prior knowledge. To address this process, let \((H^1_r, H^2_r, \ldots, H^{N_s}_r)\) be independent and identically distributed variables of equivalent thermal conductance \(H_r\), where \(N_s\) is the known data number in the whole number \(N\). The estimated probability density \(\hat{f}_{H_r}\) can be expressed as

\[
\hat{f}_{H_r}(H_r) = \frac{1}{N_s h_{H_r}} \sum_{i=1}^{N_s} K \left( \frac{H_r - H^i_r}{h_{H_r}} \right)
\]  

(3.14)

where \(K(\cdot)\) is the kernel function, which is nonnegative and integral value is 1. There are several kernel functions can be used, such as uniform, normal (Gaussian), Epanechnikov and others [35]. Considering the convenient mathematical properties, normal kernel function is applied:

\[
K(x) = \frac{1}{(2\pi)^{n/2}} \exp\left(-\frac{x^2}{2}\right)
\]  

(3.15)

The \(h_{H_r}\) is the bandwidth of the kernel \(K(\cdot)\), which is required to be chosen strictly for the trade-off between the deviation of the estimator and its variance. If the bandwidth is large, the results will be too smooth and omit some important information. On the contrary, the results will contain lots of noises if the bandwidth is small. Different bandwidth choices will lead to completely different estimation results. To minimize the mean integrated squared error [36], the rule-of-thumb bandwidth estimator method is adopted for normal kernel [37]

\[
h_{H_r} = \left( \frac{4}{3N_s} \right)^{1/5} \sigma_{H_r}
\]  

(3.16)
where $\hat{\sigma}_{H_{r}}$ is the standard deviation of $H_{r}$.

Similarly, the probability density function $\hat{f}_{h_{C_{room}}}$ of the thermal mass of the room $C_{room}$ can be obtained based on the kernel density estimation.

In order to evaluate the mean thermal potential, the joint density function of $H_{r}$ and $C_{room}$ should be derived from the marginal density functions of $\hat{f}_{h_{C_{room}}}$ and $\hat{f}_{h_{H_{r}}}$. $H_{r}$ is mainly influenced by the room area and materials of walls, whereas $C_{room}$ primarily depends on the room space and the air heat capacity. Hence, there is no direct relationship between $H_{r}$ and $C_{room}$, which indicates the independence of the two parameters. The joint density function $\hat{f}_{h}$ can be expressed as

$$\hat{f}_{h}(C_{room}, H_{r}) = \hat{f}_{h_{C_{room}}}(C_{room}) \cdot \hat{f}_{h_{H_{r}}}(H_{r})$$ (3.17)

From Eqs. (3.14) to (3.17), the joint density function can also be extended to multi-dimension if the parameters are independent with each other.

(2) **The Second Stage**

Mean value of individual power consumption can be obtained by calculating the probability expectation, which is described as

$$\bar{P}_{avg}(p_{0}) = \int_{C_{room}} \int_{H_{r}} \hat{f}_{h}(C_{room}, H_{r}) \cdot P_{avg}(p_{0}, C_{room}, H_{r})$$ (3.18)

where $P_{avg}$ is the expectation of TCL power at the price $p_{0}$; $x$, $y$ represent estimated parameters.

The ORC of the TCL can be evaluated as

$$\bar{P}_{ORC}(p_{0}, p_{1}) = N \cdot (\bar{P}_{avg}(p_{0}) - \bar{P}_{avg}(p_{1}))$$ (3.19)

The total ORC provided by the aggregated heterogeneous TCLs can be calculated as the flow chart in Fig. 3.5.

### 3.4 Case Studies

This section proves the efficiency of the proposed model and methods by case studies. Section 3.4.1 introduces the test system. Section 3.4.2 analyzes the accuracy of the ME method and the PDE method. Section 3.4.3 represents a real application of ORC evaluation in an actual case study.
3.4 Case Studies

3.4.1 The Test System

In the test system, the ambient temperature is 30 °C. The total number of TCLs is 20,000, where only 100 TCLs can be randomly measured. The rated power of TCL is assumed to be 2 kW. The energy efficiency ratio (EER) is 3.0. $\Delta T_0$ is set to be 1 °C. It is assumed that the thermal mass of the room $C_{room}$ (kJ/°C) obeys normal distribution, which is $C_{room} \sim N(12, 3.6^2)$. In order to generalize the distribution of equivalent thermal conductance $H_r$ (kW/°C), half of $H_r$ follows $N(1.5, 0.4^2)$ and the other half follows $N(0.8, 0.2^2)$ [3].

The initialized fuzzy subsets of the room temperature and the electricity cost are shown in Table 3.1 and Table 3.2, respectively [32]. Figure 3.6 shows the example of fuzzy subset.
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### Table 3.1 Fuzzy subsets of the room temperature

<table>
<thead>
<tr>
<th>Fuzzy subsets</th>
<th>Min</th>
<th>Up-Min</th>
<th>Up-Max</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL</td>
<td>–</td>
<td>–</td>
<td>21.0</td>
<td>24.0</td>
</tr>
<tr>
<td>CM</td>
<td>21.0</td>
<td>24.0</td>
<td>26.0</td>
<td>29.0</td>
</tr>
<tr>
<td>HT</td>
<td>26.0</td>
<td>29.0</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

### Table 3.2 Fuzzy subsets of the electricity cost

<table>
<thead>
<tr>
<th>Fuzzy subsets</th>
<th>Min</th>
<th>Up-Min</th>
<th>Up-Max</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>LW</td>
<td>–</td>
<td>–</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>AP</td>
<td>1.0</td>
<td>2.0</td>
<td>4.0</td>
<td>5.0</td>
</tr>
<tr>
<td>HG</td>
<td>4.0</td>
<td>5.0</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

### Fig. 3.6 Fuzzy subset example of CM (the comfortable feeling of the room temperature)

### Table 3.3 Fuzzy rules of individual TCL model

<table>
<thead>
<tr>
<th>( f^i(\cdot) )</th>
<th>CL</th>
<th>CM</th>
<th>HT</th>
</tr>
</thead>
<tbody>
<tr>
<td>LW</td>
<td>1 - ( \alpha )</td>
<td>1</td>
<td>1 - ( \alpha )</td>
</tr>
<tr>
<td>AP</td>
<td>( \alpha(1 - \alpha) )</td>
<td>( \alpha )</td>
<td>( \alpha(1 - \alpha) )</td>
</tr>
<tr>
<td>HG</td>
<td>( \alpha^2(1 - \alpha) )</td>
<td>( \alpha^2 )</td>
<td>( \alpha^2(1 - \alpha) )</td>
</tr>
</tbody>
</table>

In addition, the fuzzy rules are shown in Table 3.3. The parameter \( \alpha \) is the weight of satisfaction to the different factors, indicating the consumer’s trade-off between room temperature and electricity cost. The weight of room temperature is heavier with a larger \( \alpha \). All the \( \alpha \) are assumed to follow uniform distribution \( \alpha \sim U(0, 1) \).

Three cases are considered to illustrate the efficiency of proposed methods:

Case 1: Direct summation based on sufficient parameters of 20,000 TCLs. This case can be regarded as actual value.

Case 2: Moment estimation (ME) method based on insufficient parameters of 100 TCLs.

Case 3: Probability density estimation (PDE) method based on insufficient parameters of 100 TCLs.

To compare this, the estimation performance of the two methods, the error of the estimated ORC is defined as
3.4.2 ORC Evaluation with Insufficient Data

The first stage of the PDE method is to estimate the distribution of heterogeneous insufficient parameters by kernel density estimation. The accuracy of the proposed method is analyzed as shown in Fig. 3.7.

Figure 3.7a and b show the probability density distributions of the thermal mass $C_{room}$ and the thermal conductance $H_r$, respectively. Both known data points are marked with a number of tiny black bars scattered on the axis of the abscissa. Frequency histograms and kernel density are marked with the gray histograms and the red curves, respectively. As shown in the figures, frequency histograms of 100 TCLs can reflect the general trend of the actual density (the blue curve). But there are obvious deviations due to abnormal data, such as the third histogram in Fig. 3.7a.

$$e_m = \left| \hat{P}_{O RC}^m - \hat{P}_{O RC}^1 \right| / \hat{P}_{O RC}^1 \quad (m = 2, 3) \tag{3.20}$$

where $\hat{P}_{O RC}^m$ is the evaluated ORC of the aggregated TCLs in Case $m$. 

\[ Fig. \ 3.7 \] Density estimation performances of PDE method
By contrast, probability density of 100 TCLs estimated by PDE method is almost overlapped with the actual density distributions, which is able to reduce the impact of the abnormal data and smooth the curve. The joint density distribution is obtained from the probability densities of $H_r$ and $C_{room}$, shown in Fig. 3.7c.

Figure 3.8 shows the ORC evaluation performances of different methods in different number size $N_s$ of known data. When $N_s = 100$, compared with the curve of ME method (the red dotted curves), the curve of PDE method (the orange dotted curves) is much closer to the actual curve (the blue solid curves). The error comparison is shown in Fig. 3.8d, where the errors reach over 9.0% in ME method, whereas the errors in PDE method are within 4.0%. Similar conclusions can be made in other values of $N_s$. Therefore, the proposed PDE method is more accurate than ME method, and is able to improve the ORC evaluation accuracy based on the same insufficient data.

Figure 3.8d, e and f show the trend of evaluation errors of ME method and PDE method in different $N_s$, respectively. In comparison of the three figures, both errors of ME method and PDE method experience a significant decrease with the increase of $N_s$. More details of evaluation errors are explained in Fig. 3.9.

In Fig. 3.9, average errors corresponding to different number size $N_s$ are calculated to highlight the PDE method applicability in different data distributions. With the increase of $N_s$, the average errors of both methods decline and converge to zero gradually. In comparison, the average error of PDE method is significantly less than that of ME method. The error differences of the two methods are shown in Fig. 3.8 (the black solid curve), where the maximum difference reaches 7.8% at the number size 50. The trend of curve shows that there are less error differences in larger number
sizes, which highlights the estimation accuracy of PDE method especially in small number size of known data.

3.4.3 **ORC Evaluation in Actual Case Studies**

In this subsection, the practicality of the proposed PDE method is verified in the case studies based on actual DR data. Firstly, one of the pilot projects in a province of China is introduced with actual data. Then it is illustrated that the proposed PDE method can be applied in possible events of the pilot project. Finally, case study and analysis of PDE method applications are discussed.

(1) **Introduction of the Pilot Project**

One of the pilot projects selects 522 residential consumers in Jiangsu province of China, where the power consumption of TCLs accounts for more than 30% during summer peak load. Smart meters and terminal controllers are installed in order to enable consumers to make demand response strategies with their personal needs.

The aggregated power consumption of selected consumers is collected in every 15 min for two weeks under similar weather conditions. The first week data without demand response (DR) program is regarded as baseline load. During the second week, the peak price signals were sent to consumers between 14:00 and 15:00 every day and thereby, the power consumption decreased to provide ORC for power system. The power consumptions are averaged based on the obtained data of the two week.

Results of actual DR program are shown in Fig. 3.10a, where the blue solid curve is the sum of power in non-DR case, while the black solid curve is the sum of power in DR case. These two curves are overlapped at most of the time except for the period between 14:00 and 16:00, where the DR case experienced a significant load curtailment and the power consumption decreased to the minimum at 14:56. The operating reserve capacity (ORC) is 1.22 MW, calculated by the maximum load
Fig. 3.10 Estimation of power consumption in DR program
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(2) **Case Studies of Proposed Method Applications**

The proposed PDE method, which provides a more accurate estimation with less measured data, can be widely applied in demand response programs. For example, in the case of data loss due to communication or measurement failure, complete data of every individual cannot be obtained to calculate aggregated power consumption, which may serve as an important index for further actions. In the circumstances, the proposed PDE method provides an approach to improve the accuracy of estimation with limited available data, which could help to make the right decisions.

The following case study shows the application of PDE method in the above pilot project when there exists data loss. The total number of residential consumers is $N$ in the pilot project. It is assumed that only the data of $N_s$ consumers can be obtained while other data is lost due to equipment failures. The ME method and PDE method are applied to estimate the power consumption with $N_s$ known consumers, respectively. $N$ and $N_s$ are set to be 522 and 50, respectively. The flow chart of this case studies is shown in Fig. 3.11.

Figure 3.10a shows the estimation of power consumption with ME method and PDE method, which is illustrated by the red dotted curve and the orange dotted curve, respectively. The estimation of power consumption obtained by PDE method is much more consistent with that of ME method. The error between estimation data...
3.4 Case Studies

All possible intervals of real time power are considered. Estimate probability density of real time power. Calculate the probability of consumers in the interval of real time power. Calculate the expected value of individual consumer’s power consumption. Output the estimation of total power.

**Fig. 3.11** The flow chart of estimation of power consumption

and actual data in DR program (the black solid curve) is shown in Fig. 3.10b, where PDE method is more accurate and appropriate than ME method. The average error of ME method reaches 5.90%, which is relatively high value. Compared to that, the average error of PDE method is 2.52%, which is much less than that of ME method and thereby, proves the practicality of PDE method to estimate aggregated power with insufficient data.

3.5 Conclusions

The progress of information and communication technology has made it easier for demand side resources to provide operating reserve. This chapter proposes a quantitative evaluation method of operating reserve capacity (ORC) provided by aggregated heterogeneous TCLs with insufficient measurement data. The individual TCL model considering consumer’s behaviors is developed to characterize the impact of fluctuated electricity prices and different temperature requirements. Consumer’s perspective on electricity prices and feeling of the room temperature are modeled by the fuzzy set method. In this manner, the consumer’s satisfaction is defined and then optimized in the maximum satisfaction control strategies. Moreover, the probability density estimation (PDE) method is proposed to evaluate the ORC provided by large-scale heterogeneous TCLs without enough measurement data. The numerical studies show that, compared with the traditional estimation method, the PDE method can improve the accuracy of the ORC evaluation with insufficient data.
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4.1 Introduction

The above chapters show that the growing penetration of renewable energy sources into the electric power system calls for a huge amount of balancing services at multiple timescales [1, 2]. Air conditioners (ACs) offer an alternative of traditional generation units for balancing the system by actively reducing or increasing electricity consumption [3–6]. With the development of smart grid technologies and real-time telemetry [7, 8], it is technically feasible for ACs to respond to instructions within a short period and provide operating reserve at various time scales [9]. However, demand response rebound is one possible obstacle of using ACs for the provision of operating reserve [10]. This phenomenon is the rebound peak that arises when a large amount of loads are re-connected to the grid at approximately the same time [11]. The existence of the demand response rebound may cause significantly higher demand than that prior to the demand response event. In extreme cases, the increased load current derived from the rebound peak may even lead to the melting of overhead lines, which harms system security considerably [12].

The demand response rebound at the end of a demand response event, which is when ACs are recovered to the initial states, is also referred to as load payback effect [13, 14], load recovery effect [15, 16] or cold load pickup [12, 17] in the existing literatures. This phenomenon has been observed in many pilot projects, including the Californian pilot study of time-of-use and critical peak pricing [18] and the Norwegian project of direct control of residential water heaters in 475 households [19]. Several studies have addressed the impacts of demand response rebound on the market scheme [20, 21] and system scheduling [10, 22]. Most researches reduce the level of rebound by increasing the diversity of loads [19] or randomizing the reconnection of appliances over time [13]. Apart from that, reference [23] copes with demand response rebound by leveraging chilled-water capacity through a least enthalpy estimation based thermal comfort control. The above approaches can reduce the demand response rebound to some extent but cannot mitigate the rebound entirely. The concept of dispatching groups of devices in sequence is initially presented to prolong the
deployment duration of operating reserve without increasing the interruption duration of individual consumers [24, 25]. Reference [26] further indicates that restoring group of devices to the initial state in sequence can also reduce the demand response rebound. This is examined by the recovery of water heaters in [17, 27], which illustrate that both the magnitude and mean value of demand response rebound can be largely reduced. However, the devices are evenly divided into several groups and are recovered at a regular time interval (e.g., 10 min) in [17, 24, 25, 26, 27]. As a result, the aggregate dynamics of devices are not considered, which cannot guarantee that the rebound peak is reduced to the minimum value. Reference [13] presents the concept to achieve better control on the demand response rebound by the coordination among different groups of devices, but there lacks mathematical model to determine the coordination process among the groups. Moreover, these research studies only consider the rebound load during the recovery period, while neglecting the rebound load during the reserve deployment period.

For clarity, rebound peak of aggregate power during the reserve deployment period is named as the lead rebound effect in this chapter. By contrast, rebound peak of aggregate power during the recovery period is named as the lag rebound effect. The lead rebound effect is neglected in previous research studies because the ACs are converted to the off state when providing operating reserve. Hence, ACs can reliably provide load reduction with different duration time, as long as they remain in the off state [10, 22]. However, shutting the units off directly may cause short-cycling of ACs, which can reduce their lifetime, increase maintenance, and potentially damage them [28, 29]. Therefore, recent research studies have focused on controlling ACs through changing the set point temperature instead [11, 30]. In this case, according to the Law of Energy Conservation [23], demand response rebound will also occur during the reserve deployment period. For example, ACs are in the cooling mode in summer. Upon receiving the load-reduction instruction, ACs will migrate to the new upper temperature hysteresis band and stay longer in the standby state. More internal heat will accumulate with longer standby period of ACs. Hence, higher demand for cooling occurs when ACs have reached the new upper temperature hysteresis band, resulting in the increase of electricity consumption, i.e., lead rebound effect.

The lead rebound effect poses a new challenge to the provision of the operating reserve by ACs because it limits the duration time before the rebound occurs. If the rebound occurs within the period of reserve deployment, then ACs cannot sustain the required reserve capacity in the required duration time. Requirements on the duration time of the operating reserve are crucial because it ensures the system operator has adequate time to correct the imbalance between load and generation [31]. Typically, the required duration time of spinning/non-spinning reserve can be 30 min or even 60 min [32]. Considering that the lead rebound may occur approximately 10 min after the control of ACs, ACs encounter difficulty in fulfilling the requirements on the duration time. To make the most of the ACs’ potential to provide operating reserve, the duration time of the load reduction or load increase should be flexibly controlled.
This entails a need to mitigate the lead rebound entirely during the required reserve deployment period, which can be potentially realized by dispatching different groups of ACs in sequence. However, as illustrated above, there lacks the consideration on the dynamics of ACs, and so does the co-optimization among the reserve capacity and dispatch time instant of different AC groups in existing literatures, making it difficult to guarantee the entire mitigation of the lead-lag rebound effect. Moreover, the control of the rebound time, which is crucial for the determination of the duration time, is not involved. Consequently, the time of rebound remains uncontrollable and the utilization of operating reserve provided by ACs is still limited by the rebound period.

This chapter proposes an optimal sequential dispatch strategy of ACs to mitigate the lead-lag rebound entirely and thus realize the flexible provision of various types of operating reserve. Because of the constraint of the duration time imposed by the lead rebound, traditional methods that quantify the duration time between the reserve deployment and the recovery are not suitable [32]. Therefore, the first step is to develop an evaluation framework of operating reserves to quantify the effect of the rebound load on the capacity dimension and time dimension. Then, ACs dispatched at the same time instant are defined as an AC group, and different AC groups are dispatched in sequence. In order to guarantee that the rebound load of each group is mitigated entirely by the reserve capacity of the latter group, the dispatch time instant of each group is optimized to minimize the deviation between the actual load changing and the required value, while the selection of ACs in each group are optimized to make full use of ACs’ available reserve capacity and guarantee consumers’ comfort.

Co-optimization of the above problems on the time dimension and capacity dimension forms a mixed integer nonlinear bi-level programming problem, which is then solved by genetic algorithm. In addition, a three-layer structure is designed to integrate the proposed strategy with the interactions between aggregators and consumers. Case studies are conducted to verify the proposed strategy for providing operating reserve with multiple duration time. The major contributions of this chapter are as follows:

(a) The lead rebound effect, which results in the special obstacle of controlling the duration time, is considered for the provision of operating reserve with ACs. To the best of the authors’ knowledge, it is the first time that the lead rebound is modeled and analyzed.

(b) A capacity-time evaluation framework of the operating reserve provided by ACs is developed to quantify the impacts of the lead-lag rebound effect. Compared with the existing evaluation method for traditional generating units [32], the proposed evaluation framework can better characterize the dynamics of demand-side operating reserve.

(c) An optimal sequential dispatch strategy, which can entirely mitigate both the lead rebound and lag rebound, is proposed to realize the flexible control of duration time from minutes to several hours.
This chapter includes research related to the evaluation and sequential-dispatch of operating reserve provided by ACs considering lead-lag rebound effect by [33].

4.2 Analysis of the Lead-Lag Rebound Effect

4.2.1 Model of an Individual AC

The operation process of an individual AC is described by the general state model for the thermostatically-controlled-loads (TCLs) [34]:

\[
\frac{d\theta_i(t)}{dt} = -\frac{1}{C_i R_i} [\theta_i(t) - \theta_a(t) + m_i(t) R_i Q_i] \quad (4.1)
\]

where \(\theta_i(t)\) is the room temperature corresponding to the \(i\)-th AC at time \(t\), \(\theta_a(t)\) is the ambient temperature. \(C_i\) and \(R_i\) are the thermal capacity and thermal resistance corresponding to the room of the \(i\)-th AC, respectively. \(m_i(t)\) represents the on or standby state of the \(i\)-th AC. \(Q_i\) is the energy transfer rate of the \(i\)-th AC, which is equal to the product of the input power \(p_i\) and the coefficient of performance \(COP_i\) of the \(i\)-th AC.

The \(i\)-th AC operates cyclically around its set point temperature \(T_{set,i}\) with a dead band of \(\Delta T_i\). For example, if the AC is in the cooling mode in summer, it will switch to the on state when the room temperature reaches the upper band \((\theta_i^+ = T_{set,i} + 0.5 \times \Delta T_i)\). Similarly, when the room temperature reaches the lower band \((\theta_i^- = T_{set,i} - 0.5 \times \Delta T_i)\), it will switch to the standby state. The temperature range between \(\theta_i^-\) and \(\theta_i^+\) is defined as the hysteresis band \([\theta_i^-, \theta_i^+]\) [34]:

\[
m_i(t) = \begin{cases} 
1, & \theta_i(t) > \theta_i^+ \\
0, & \theta_i(t) < \theta_i^- \\
m_i(t - 1), & \text{otherwise}
\end{cases} \quad (4.2)
\]

4.2.2 Aggregate Response of ACs

The AC load model (4.1)–(4.2) reveals that the state of ACs can be quickly controlled by changing the set point temperature. However, if ACs are controlled by consumers manually, the response may not be sufficiently fast to meet the requirement of ramp time [31]. Therefore, it is assumed that the ACs are installed with smart meters. By signing contracts with consumers, aggregators can control ACs at the permitted periods [35]. When the duration time has reached the required value, ACs are recovered to the initial states [13].
Denoting $\Gamma$ as the set of all the ACs under an aggregator, the number of ACs in $\Gamma$ is $N_{\max}$. The $i$-th AC is permitted to be controlled by the aggregator during the period $[t^i_s, t^i_e]$. The reserve deployment period instructed by the system operator is $[t_{ins}, t_{end}]$. The available AC is defined as the unit that is permitted to be controlled by the aggregator during the required duration. The availability of ACs is labeled by the vector $V \in \mathbb{R}^{N_{\max} \times 1}$, in which the $i$-th element is:

$$v_i = \begin{cases} 1, & [t_{ins}, t_{end}] \in [t^i_s, t^i_e], \\ 0, & \text{otherwise} \end{cases}, \forall i \in \Gamma$$  \hspace{1cm} (4.3)

The ACs dispatched at the same time instant $\tau_g$ are defined as an AC group $g$. $S_g \in \mathbb{R}^{N_{\max} \times 1}$ is the vector that represents the ACs belonging to group $g$. The $i$-th element in $S_g$ is:

$$s_{g,i} = \begin{cases} 1, & i \in \text{group } g \\ 0, & \text{otherwise} \end{cases}, \forall i \in \Gamma$$  \hspace{1cm} (4.4)

The physical parameters of the $i$-th AC, including $C_i$ and $R_i$, can be usually assumed as a constant value. The input power $p_i$ is usually set by the AC manufacturer and cannot be changed by consumers. Considering that there may exist tens of thousands of units under an aggregator, it may be difficult to obtain the parameters of all the ACs. In this case, aggregators can randomly select $N^e$ ACs to measure their parameters. Kernel density estimation, which is one of the non-parametric probability density estimation methods, can be utilized to obtain the probability density distribution of parameters from the known data points corresponding to $N^e$ selected ACs [36]. For example, $(R^e_1, R^e_2, \ldots, R^e_{N^e})$ denotes the thermal resistance of the randomly selected $N^e$ ACs. The estimated probability density $\hat{f}_{R^e}$ of the thermal resistance $R^e$ can be expressed as:

$$\hat{f}_{R^e}(R^e) = \frac{1}{N^e h_{R^e}} \sum_{i=1}^{N^e} K\left(\frac{R^e - R^e_i}{h_{R^e}}\right)$$  \hspace{1cm} (4.5)

where $K(\cdot)$ is the normal kernel function. $h_{R^e}$ is the bandwidth of the kernel function and can be determined by the rule-of-thumb bandwidth estimator method [36]. Similarly, the probability density of other parameters can also be estimated with the kernel density estimation. Then, the parameters of the ACs can be randomly set according to the probability density distribution of these parameters.

The temperature hysteresis band of individual AC in $\Gamma$ is assembled in the vector $\theta^{(+)} = [\theta_1^{(+)}, \theta_2^{(+)} \cdots \theta_{N_{\max}}^{(+)}]^T$. Changes of the set point temperature during the reserve deployment/recovery of group $g$ are assembled in the vector $\gamma_{d/r}^g = [\gamma_{d/r}^g, \gamma_{d/r}^g \cdots \gamma_{d/r}^g_{N_{\max}}]^T$. Similarly, $\bar{\gamma}_{d/r}^g$ and $\tilde{\gamma}_{d/r}^g$ are the highest increase and decrease of the set point temperature determined by consumers, respectively. Apart from $\tau_g$ and the time $t$, the aggregate power is primarily influenced by param-
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4.2.3 Lead Rebound Effect and Lag Rebound Effect

A typical curve of the aggregate response of an AC group is shown in Fig. 4.1, in which the ACs change the set point temperature for load reduction at $\tau^d_g$ and recover the set point temperature to the initial value at $\tau^r_g$. Two rebound peaks of aggregate power exist during the reserve deployment period and the recovery period, respectively. In this chapter, the former is named as the lead rebound effect, and the latter is named as the lag rebound effect.

During the reserve deployment period, the decrease of aggregate power is corresponding to the provision of reserve capacity $RC^d_g$, while the increase of aggregate power is corresponding to the rebound capacity $BC^d_g$ of the lead rebound. The lead rebound effect is rarely considered in existing research studies because it only occurs when ACs are controlled by changing the set point temperature. This property can be explained by the migration of ACs’ room temperature through the Law of Energy Conservation [23]. For example, ACs are in cooling mode in summer. The variation of room temperature and the corresponding consumed power of the $i$-th AC are illustrated in Fig. 4.2. Upon receiving the load-reduction instruction at $\tau^d_g$, the $i$-th AC increases the set point temperature and remains in the standby state until the room
4.2 Analysis of the Lead-Lag Rebound Effect

Fig. 4.2 Consumed power and room temperature of the $i$-th AC when the temperature hysteresis band is increased by $\gamma_{g,i}$ at $\tau_{gd}^i$ and decreased by $\gamma_{g,i}$ at $\tau_{gr}^i$.

Temperature reaches the new upper temperature hysteresis band at $t_{g,i}^r$, after which the AC will switch to the on state. The internal heat is not transferred outdoors and thus accumulates during the longer standby period shown by the segment from $\tau_{g}^d$ to $t_{g,i}^r$. Hence, higher load demand occurs in the subsequent on state. Consequently, the lead rebound is the nature increase of aggregate power resulted from the cyclic operation characteristics of ACs. It is different from the opt-out behavior of consumers, which is the consumers’ initiative behavior to choose not to participate in the demand response event when their comfort levels cannot be maintained [37, 38].

By contrast, the lag rebound effect is the result of consumers’ recovery behavior and a common phenomenon after a demand response event [12, 19]. As shown in Fig. 4.2, the AC decreases the set point temperature after receiving the load-reduction instruction at $\tau_{g}^r$ and remains in the on state for longer time. Hence, aggregate power of ACs increases instantly when the loads are recovered to the initial states at $t_{g,i}^r$. The lag rebound capacity $BC_{g}^r$ is considered as the increase of aggregate power larger than the initial value in the existing research studies [12, 19], as illustrated in Fig. 4.1a. From the control perspective in this chapter, the recovery process can be regarded as the reserve deployment process with the required reserve capacity provided by the load-increase operation. In this case, the increase of aggregate power is corresponding to the provision of reserve capacity $RC_{g}^r$, while the decrease of aggregate power is corresponding to the rebound capacity $BC_{g}^r$, as illustrated in Fig. 4.1b.

As depicted in Fig. 4.1, the duration time is constrained within the period before the lead rebound occurs. It is required to notice that sudden changes of the set point temperature will cause temporary synchronization of the ACs [34]. In other words, after the ACs have reached the new temperature hysteresis band, it will switch between the on state and standby state at the approximately same time, which will increase the level of rebound and lead to large power fluctuations. However, few methods are available to quantify the effect of lead-lag rebound and the associated power fluctuations, making it difficult to mathematically describe the objectives of AC load control. Therefore, section III proposes several indices to evaluate operating reserves considering the effect of lead-lag rebound and power fluctuations.
4.3 Capacity-Time Evaluation of the Operating Reserve Considering Lead-Lag Rebound Effect

Operating reserve providers are required to respond to different types of events over different time frames [31]. Therefore, two fundamental dimensions, *capacity* and *time* [32], are required to be considered for evaluating the operating reserve. The capacity dimension entails assigned amount of load reduction/increase during the reserve deployment period. The time dimension involves duration time and ramp rate. The effect of the lead-lag rebound and the associated power fluctuations are also quantified on these two dimensions.

### 4.3.1 Universal Expression of the Load Reduction/Increase

The difference of the aggregate power before and after the changes of set point temperature represents the effects of AC load control. The aggregate power changes in an adverse direction in load-reduction and load-increase operation. Therefore, the power difference $PD_g$ is expressed as (4.7), so that the reserve capacity is a positive number and thus evaluation indices can be represented as a universal form.

$$PD_g(u_g, \tau_g, t) = \begin{cases} P^0_g(u_g, \tau_g, t) - P_g(u_g, \tau_g, t), & \text{load} \text{-} \text{reduction} \cr P_g(u_g, \tau_g, t) - P^0_g(u_g, \tau_g, t), & \text{load} \text{-} \text{increase} \end{cases}$$

(4.7)

where $P^0_g(u_g, \tau_g, t)$ and $P_g(u_g, \tau_g, t)$ are the aggregated power of group $g$ before and after the changes of the set point temperature, respectively. Equation (4.7) is not expressed in the form of absolute value because the rebound load may exceed the aggregate power at the initial state. Hence, evaluation indices represented by the $PD_g$ can be applied to both the load-reduction operation during the reserve deployment period and the load-increase operation during the recovery period, respectively. A general evaluation framework for the control of the lead-lag rebound is developed based on the dynamics of power difference after the changes of set point temperature, which is shown by Fig. 4.3.

### 4.3.2 Evaluation of the Operating Reserve Provided by ACs on the Capacity Dimension

(1) **Reserve Capacity (RC)**

The aggregate power fluctuates in nature due to the cyclic operation characteristics of ACs. Let $PD_{g}^{\text{max}}$ denotes the maximum power difference of group $g$ during reserve deployment period, the valid reserve deployment is then defined as the threshold
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Fig. 4.3 Power difference of the aggregate power before and after the changes of the set point temperature

between \((1 - \alpha \%)\) \(P D^\text{max}_g\) and \(P D^\text{max}_g\). \(t_g'^r\) and \(t_g'^s\) are the time instant corresponding to two endpoints of the defined threshold. Hence, the aggregate reserve capacity (RC) is:

\[
RC_g(u_g, \tau_g) = P D^\text{max}_g(u_g, \tau_g) - P D^\text{max}_g(u_g, \tau_g) \times \alpha\% \quad (4.8)
\]

(2) Rebound Capacity (BC)

As is illustrated in Fig. 4.2, the power difference declines because of the rebound. The decline process stops when the aggregate power of the ACs enter the steady state. Denote \(t_g'^{pl}\) as the end of the rebound process, which is defined as the time instant when power difference stops declining. The rebound capacity (BC) is the difference between the reserve capacity and power difference at \(t_g'^{pl}\):

\[
BC_g(u_g, \tau_g) = RC_g(u_g, \tau_g) - P D_g(u_g, \tau_g, t_g'^{pl}) \quad (4.9)
\]

(3) Power Volatility (PV)

Standard deviation (SD) is adopted to represent the fluctuations of aggregate power. The standard deviation of the variable \(x(t)\) during the time period \([t_1, t_2]\) is defined as:

\[
SD_{t_1 \to t_2} (x(t)) = \sqrt{\int_{t_1}^{t_2} (x(t) - \bar{x}(t))^2 \Delta t} / (t_2 - t_1) \quad (4.10)
\]

where \(\bar{x}(t)\) is the mean value of the variable \(x(t)\) from \(t_1\) to \(t_2\).

The standard deviation of the power difference after the power spike caused by the rebound peak represents the power fluctuations caused by the AC load control. Power volatility (PV) is defined as the ratio of the standard deviation to the initial aggregate power at the time instant of reserve deployment:

\[
P V_g = \frac{SD_{t_g'^{pl} \to t_{end}} (P D_g(u_g, \tau_g, t)) / P_g(u_g, \tau_g, \tau_g)}{P_{gmax}(u_g, \tau_g)} \quad (4.11)
\]
4.3.3 Evaluation of the Operating Reserve Provided by ACs on the Time Dimension

1) Duration Time (DT)

Duration time (DT) is the period that reserve service providers maintain the required reserve capacity $RC^*$. Traditionally, DT is calculated as the period between the reserve deployment and the recovery [32]. However, ACs cannot maintain $RC^*$ once the lead rebound occurs. In this case, DT is the period within the defined reserve capacity threshold in (4.8). Therefore, DT is quantified according to the rebound time instant:

$$DT_g = \begin{cases} t_{rg}^r - \tau_g, & t_g^r < \tau_g + DT^* \\ t_{end} - \tau_g, & \text{otherwise} \end{cases} \quad (4.12)$$

2) Ramp Rate (RR)

Ramp time (RT) is the period that the reserve service providers control their output to the required reserve capacity:

$$RT_g = t_{rg}^r - \tau_g \quad (4.13)$$

Ramp rate (RR) is the speed that the reserve service providers control their output to the required value [32]. RR is defined as the ratio of the reserve capacity to the ramp time:

$$RR_g(u_g, \tau_g) = \frac{RC_g(u_g, \tau_g)}{RT_g} \quad (4.14)$$

4.4 Sequential Dispatch Strategy of ACs for Providing Operating Reserve with Multiple Duration Time

4.4.1 The Interactions Among the System Operator, Aggregators and Consumers

Three types of entities involve in the provision of operating reserve by ACs, i.e., the system operator, the aggregators and the consumers [39]. The interactions among the entities are shown in Fig. 4.4.

The role of system operator (e.g., the Independent System Operator (ISO) in the United States, Transmission System Operator (TSO) in the European Commission or the grid company in China) is to operate the transmission system [39, 40]. The system operator will run multiple DR programs to motivate consumers for benefiting
transmission system operations by actively reducing or increasing electricity consumption [41]. Typically, ancillary service market programs allow consumers to act as reserve service providers for providing operating reserve on equal terms with the generators [41]. During the operating hours, in order to correct the imbalance between generation and demand, the system operator will instruct reserve service providers about when and how much the operating reserves to be deployed and recovered [35].

Small consumers, including the owners of ACs, are grouped by aggregators to bid in the market because the limited capacity of individual consumer cannot fulfill the requirement on the minimum amount of bids in the spot market [39]. Depending on the specific design and structure of a DR program, the aggregators can be distribution system operators, load-serving entities, or DR providers [41]. By signing contracts with consumers, aggregators can control ACs at the permitted periods [35]. If the bids from aggregators for the provision of operating reserve are accepted in the market, the aggregators will respond to the instructions from the system operator by regulating the controllable ACs with the proposed sequential dispatch strategy during the operating hours. On this basis, aggregators will send instruction signals to the smart controllers of the ACs to be dispatched [38].

It is assumed that the ACs are installed with smart controllers, which share the functions of communication, sensor and control [42]. The smart controllers enable consumers to easily set the parameters, such as the temperature ranges, controllable periods and control modes [9, 43]. After receiving the instructions from aggregators, the smart controllers will then control ACs with local embedded control strategy according to the parameters set by consumers.
4.4.2 Sequential Dispatch Strategy of ACs to Mitigate the Lead-Lag Rebound Effect

In order to mitigate the rebound load and thus enable the flexible control of duration time, a sequential dispatch strategy of ACs is proposed. The principle of sequential dispatch strategy is shown in Fig. 4.5. The rebound capacity can be an updated required reserve capacity. If ACs are divided into several groups and if the reserve capacity of each group is equal to the rebound capacity caused by the previous group, then the rebound load of the previous group is mitigated entirely.

The first group of ACs is dispatched when receiving reserve deployment instruction at $t_{\text{ins}}$. The required reserve capacity of the first group is equal to the value instructed by the system operator:

$$RC^*_1(\theta^+, \theta^-, \gamma_{d/r}^1, S_1, t_{\text{ins}}) = RC^*$$  \hspace{1cm} (4.15)

The latter groups of ACs are dispatched continuously to mitigate the rebound load caused by the previous group.

$$RC^*_{k}(\theta^+, \theta^-, \gamma_{d/r}^k, S_k, \tau_k) = BC_{k-1}(\theta^+, \theta^-, \gamma_{d/r}^k, S_{k-1}, \tau_{k-1})$$  \hspace{1cm} (4.16)

The process of sequential dispatch terminates when the rebound capacity is sufficiently small. Note that the stabilized aggregate power also fluctuates within a range and the fluctuations will increase with larger number of ACs. Therefore, the termination condition of the sequential-dispatching process is set as a value proportional to the aggregate power at $t_{\text{ins}}$. $\beta$ denotes the proportional coefficient of the termination condition, and its value can be set according to the power volatility $PV$ in steady state. Suppose the rebound load has been mitigated entirely when:

$$BC_k \leq \beta \% \cdot P_k(u_k, \tau_k, t_{\text{ins}})$$  \hspace{1cm} (4.17)

As illustrated in Figs. 4.1 and 4.2, the rebound load and the fluctuations of aggregate power are highly relevant to the temporary synchronization of the ACs. Existing methods on avoiding the synchronization of ACs can be classified into two categories.
The first is to track power profiles by subtle changes of the set point temperature in real time based on two-way communication between control center and ACs [34, 44, 45]. In [34, 44], synchronization of homogenous ACs is governed by broadcasting subtle temperature set point changes as the output signal of a feedback-controller. Reference [45] includes AC parameter heterogeneity by controlling the on/off states of ACs based on the state bin transition model. However, this method requires careful tuning of parameters for specific scenarios and is difficult to be applied to the control of ACs with changes of set point temperature. Therefore, this approach is more suitable for the provision of load following or regulation services, which usually accommodate ACs with fast communication equipment and control ACs through subtle changes of set point temperature frequently (e.g., minute-to-minute changes of set point temperature smaller than 0.1 °C [34]).

The second is to implement the shift in the set point temperature according to safe protocols embedded in the smart controller of each individual AC [46–49]. References [46, 47] propose several safe protocols to generate different power pulse shapes and avoid the sudden changes of ACs’ state, which have been proved to effectively avoid the synchronization for both heterogeneous and homogeneous ACs with different changes of set point temperature [48, 49]. Therefore, such approach based on safe protocols is more suitable for providing operating reserve in this chapter, which controls heterogeneous ACs with larger changes of set point temperature for only two times (one at the reserve deployment time instant and the other at the recovery time instant). Among all the safe protocols proposed in [46, 47], the safe protocol-2 (SP-2) can reduce power fluctuations to the lowest level and is adopted in this chapter.

Implementation of the sequential dispatch strategy coordinated with the SP-2 is illustrated in Fig. 4.6. The smart controller of the \( i \)-th AC is abbreviated to \( SC_i \). Firstly, according to the requirements of operating reserve on the capacity dimension and the time dimension, the sequential-dispatching controller optimizes the use of all the controllable ACs under an aggregator with the proposed sequential dispatch strategy. The sequential-dispatching controller will then send signals to the smart controllers of ACs in group \( k \) about the reserve deployment time instant and the changes of set point temperature. Secondly, after receiving the instructions from the sequential-dispatching controller, the control of ACs will follow SP-2, which is embedded in the smart controller of an individual AC. In this way, the fluctuations of aggregate power can be largely reduced without adding additional computational burden between aggregators and consumers. Thirdly, the detailed information of the reserve deployment is feedback to aggregators.
4.4.3 Capacity-Time Co-optimization of Sequential Dispatch Process During the Reserve Deployment Period

The dispatch time instant and available reserve capacity of each AC group are co-optimized to make full use of ACs’ potential for the provision of operating reserve. For clarity, the subscript \( d \) and \( r \) denote the parameters of reserve deployment period and the recovery period, respectively. Figure 4.5 shows that the dispatch time instant \( \tau_{k}^{d} \) of group \( k \) greatly influences the performance of dispatching group \( k \) to mitigate the rebound load caused by group \( k-1 \). For example, if group \( k \) is dispatched too early, then the rebound load of group \( k \) and group \( k-1 \) will accumulate, resulting in higher rebound load. By contrast, if group \( k \) is dispatched too late, then the aggregate power will still rebound until group \( k \) is dispatched. Therefore, the deployment time instant \( \tau_{k}^{d} \) of group \( k \) is optimized to minimize the deviation between the actual power difference and the required value \( RC^{*} \), that is,

\[
\min_{\tau_{k}^{d}} \quad SD \left\{ \left( \sum_{j=1}^{k} PD_{j} (\theta^{+}, \theta^{-}, \chi^{d}, S_{j}^{d}, \tau_{j}^{d}, t) \right) - RC^{*} \right\} \tag{4.18}
\]

The largest available reserve capacity of an AC group can be calculated when the set point temperature of all the ACs are changed to the bound set by consumers. Aggregators tend to make the most of the available reserve capacity to earn more benefits. Therefore, the selection of ACs \( S_{k}^{d} \) in group \( k \) and the corresponding changes
of set point temperature $\gamma^d_k$ are optimized to follow the requirements of reserve capacity with minimum available reserve capacity:

$$\min_{S^d_k, \gamma^d_k} \text{RC}^d_k(\theta^+, \theta^-, \gamma^d_k, S^d_k, \tau^d_k)$$  \hspace{1cm} (4.19)

where $\gamma^d$ is the maximum changes of the set point temperature within the bound set by consumers. In other words, $\gamma^d = \bar{\gamma}^d$ for load-reduction in summer or load-increase in winter, $\gamma^d = \gamma^d$ for load-increase in summer or load-reduction in winter.

Equations (4.18) and (4.19) form a bi-level optimization:

$$\min \text{SD} \left\{ \left( \sum_{j=1}^{k} PD_j(\theta^+, \theta^-, \gamma^d_j, S^d_j, \tau^d_j, t) \right) - \text{RC}^* \right\}$$  \hspace{1cm} (4.20)

s.t.

$$\tau^d_k > \tau^d_{k-1}$$  \hspace{1cm} (4.21)

$$\tau^d_k < t_{ins} + DT^*$$  \hspace{1cm} (4.22)

$$[S^d_k, \gamma^d_k] = \arg\min \text{RC}^d_k(\theta^+, \theta^-, \gamma^d_k, S^d_k, \tau^d_k)$$  \hspace{1cm} (4.23)

s.t.

$$\text{RC}^d_k(\theta^+, \theta^-, \gamma^d_k, S^d_k, \tau^d_k) = \text{BC}^d_{k-1}(\theta^+, \theta^-, \gamma^d_{k-1}, S^d_{k-1}, \tau^d_{k-1})$$  \hspace{1cm} (4.24)

$$\gamma^d_k \leq \gamma^d_k \leq \bar{\gamma}^d$$  \hspace{1cm} (4.25)

$$\sum_{j=1}^{k} \sum_{i=1}^{N_{max}} s^d_{j,i} \times v_i \leq \sum_{i=1}^{N_{max}} v_i$$  \hspace{1cm} (4.26)

The high-level problem (4.20)–(4.22) optimize the deployment time instant of group $k$ to minimize the deviation between the actual power difference and the required value. Equation (4.21) ensures that the deployment time instant of the current group is later than the previous group, while (4.22) limits the dispatch operation within the required duration time $DT^*$. The low-level problem (4.23)–(4.26) optimize the selection of ACs in group $k$ and the corresponding changes of set point temperature to follow the requirements of reserve capacity with minimum available reserve capacity of ACs. Equation (4.24) constraints the reserve capacity of group $k$ according to the rebound capacity of the previous group. Equation (4.25) limits the changes of the set point temperature within the range set by the consumers. Equation (4.26) constraints the total number of dispatched ACs within maximum number of available
ACs. The bi-level optimization formed by (4.20)–(4.26) is a mixed integer nonlinear bi-level programming problem. Genetic algorithm (GA) provides a flexible modeling framework that allows considering the nonlinearities and non-convexities associated with the mixed integer nonlinear bi-level programming problem [50]. Therefore, GA is applied to solve the bi-level optimization formed by (4.20)–(4.26) in this chapter.

The optimization of the low-level problem (4.23)–(4.26) cannot continue when (4.24) and (4.26) cannot be satisfied at the same time. In other words, the remaining ACs are not adequate to mitigate the rebound load caused by the previous group entirely. $K$ denotes the number of all the dispatched AC groups during the reserve deployment period. In this case, the units belonging to the $K$-th group are selected as the remaining ACs:

$$S_K^d = V - \sum_{j=1}^{K-1} S_j^d$$

(4.27)

After all the available ACs have been dispatched, the sequential dispatch process is terminated. Hence, the duration time is determined by the rebound time instant of group $k$ and is represented by:

$$DT = t_{rt}^K - t_{ins}$$

(4.28)

### 4.4.4 Capacity-Time Co-optimization of Sequential Dispatch Process During the Recovery Period

ACs will be recovered to the initial states when the duration time reaches the required value. Sequential dispatch strategy can also be utilized to mitigate the lag rebound. Since the ACs to be recovered are the same as those dispatched during the reserve deployment period, there is no need to conduct the optimization revealed in (4.23)–(4.26). Equation (4.25) has ensured that the changes of set point temperature are within the range set by consumers and therefore the consumers’ basic comfort levels can be guaranteed. However, consumers’ thermal comfort levels will still decrease with longer deployment duration or larger changes of the set point temperature [42]. In order to avoid the further dissatisfaction of consumers, ACs with the lowest comfort levels should be recovered earlier. $DT_{imax}$ denotes the maximum allowable control duration of the $i$-th AC according to the contract with the aggregator. The objective function to determine ACs in the $q$-th group is then represented by (4.29), so that the ACs with the lowest thermal comfort levels are selected to be recovered.

$$\min_{S_q} \sum_{i=1}^{N_{max}} \sum_{m=1}^{K} \left( 1 - \frac{\tau_q^r - \tau_m^d}{DT_{imax}^i} \frac{\gamma_{m,i}^d}{\gamma_i} \right) \cdot s_{m,i}^d \cdot S_q^r$$

(4.29)
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Similar with the reserve deployment process, the optimization of the recovery time instant $\tau'_q$ and the selection of ACs $S'_q$ of group $q$ form bi-level optimization:

$$\min_{\tau'_q} SD \left\{ \left( \sum_{j=1}^{q} PD_j(\theta^+, \theta^-, y'_j, S'_j, \tau'_j, t) \right) - RC^* \right\}$$

(4.30)

s.t.

$$\tau'_q > \tau'_{q-1}$$

(4.31)

$$\tau'_q < t_{end} + \mu$$

(4.32)

$$S'_q = \arg \min \sum_{i=1}^{N_{max}} \sum_{m=1}^{K} \left( 1 - \frac{\tau'_q - \tau_m}{DT_{max}^i} \cdot \frac{\gamma_m^i}{\gamma_i^d} \right) \cdot s_m^d \cdot s_q^r$$

(4.33)

s.t.

$$\gamma_{q-1} = -\gamma_k^d$$

(4.34)

$$|RC^*_q(\theta^+, \theta^-, y'_q, S'_q, \tau'_q) - BC_{q-1}(\theta^+, \theta^-, y_{q-1}'', S'_{q-1}, \tau'_{q-1})| < p$$

(4.35)

$$p = \min \left( p_i \mid \sum_{m=1}^{K} s_{m,i}^d \neq \sum_{l=1}^{q-1} s_{l,i}^d, i = 1, 2, \ldots, N_{max} \right)$$

(4.36)

$$S'_q \leq \sum_{m=1}^{N} S_m^d - \sum_{l=1}^{q-1} S'_l$$

(4.37)

The high-level problem (4.30)–(4.32) optimize the recovery time instant of group $q$, which is similar to (4.20)–(4.22). $\mu$ denotes the duration in which the recovery process has to be finished. Therefore, the high-level optimization is limited within the period $[t_{end}, t_{end} + \mu]$. The low-level problem (4.33)–(4.37) optimize the selection of ACs in group $q$ so that the ACs with the lowest thermal comfort levels are recovered earlier. Equation (4.34) resets the set point temperature to its original value. In other words, the aggregate power of ACs cannot be flexibly controlled with changing set point temperature. Therefore, (4.35) represents that the rebound load of group $q-1$ is mitigated entirely by the reserve capacity of group $q$ when their difference is smaller than $p$, which denotes the minimum power of the remaining ACs and is calculated as (4.36). Equation (4.37) constraints ACs in group $q$ within dispatched ACs that have not been recovered.

Considering that the operation process of an individual AC is described by the general state model for TCLs in (4.1), the proposed method may be applied to other TCLs, such as refrigerators, heat pump space heaters and electric water heaters [51].
Statistical data have shown that TCLs account for 48, 35, 40 and 51% of residential electricity consumption in the U.S. [52], the UK [53], Australia [54] and China [55], respectively. Therefore, the proposed method could be applied to different regions considering the widespread of TCLs. Among all the common TCLs, the cycle time of AC is relatively short, leading to a short deployment duration constrained by the lead rebound. Therefore, AC is taken as a typical type of TCL to show the effect of the lead-lag rebound and the effectiveness of the proposed strategy.

4.5 Case Studies and Simulation Results

Case studies are conducted to validate the effectiveness of the sequential dispatch strategy for providing operating reserve with various duration time. First, the potential of ACs for the provision of operating reserve is evaluated by the sequential dispatch of ACs without the recovery program. Second, the performance of the sequential dispatch and recovery strategy is verified by the reserve deployment of ACs with various required reserve capacity and duration time. Furthermore, operating reserve provided by ACs are used to relieve congestion resulted from system peak load in IEEE-30-bus test system. On this basis, different dispatch strategies of ACs in existing research studies are compared to verify the necessity of mitigating lead-lag rebound with the proposed sequential dispatch strategy.

An aggregator with controllable ACs in a residential area in summer, which is when all of the ACs operate in cooling mode, is modeled. The simulation parameters are illustrated in Table 4.1. The operation parameters of ACs are generated from a pilot study which obtained spinning reserve from responsive air conditioning loads at a motel over a year [56]. The coefficient of performance $COP_i$ of the $i$-th AC is set according to [57], which generates this parameter from AC operating data published by Bosch Termoteknik. Thermal parameters of rooms are set according to [34], which lists the bulk thermal properties of buildings from measurement data in experimental studies. It is assumed that aggregators are permitted to control the ACs for at least one hour by contract. The ambient temperature is set as 32 °C. The temperature dead band and the maximum changes of set point temperature are set to 1 °C and 2 °C, respectively. The proportional coefficient $\beta\%$ in (4.17) is set as 10%.

4.5.1 Evaluation of ACs’ Potential for the Provision of Operating Reserve

This case simulates the reserve deployment of ACs without the recovery program, through which the maximum duration time corresponding to the required reserve capacity $RC^*$ can be observed. ACs are dispatched to provide load-reduction service at the time 16:00. The dynamics of the sequential dispatch process of $N^{max}$ ACs are
Table 4.1  AC physical parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Descriptions</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_i$</td>
<td>Room area</td>
<td>$N(20, 25)$ [56]</td>
<td>m²</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Thermal capacity</td>
<td>$0.015 \cdot A_i$ [34]</td>
<td>kWh/°C</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Thermal resistance</td>
<td>$100 \cdot A_i^{-1}$ [34]</td>
<td>°C/kW</td>
</tr>
<tr>
<td>$COP_i$</td>
<td>Coefficient of performance</td>
<td>$-0.0384</td>
<td>\theta_a(t) - \theta_i(t)</td>
</tr>
<tr>
<td>$p_i$</td>
<td>Input power</td>
<td>$U(40 \cdot A_i, 70 \cdot A_i)$ [56]</td>
<td>W</td>
</tr>
<tr>
<td>$T_{set}$</td>
<td>Set point temperature</td>
<td>$U(23, 28)$</td>
<td>°C</td>
</tr>
</tbody>
</table>

Normal distribution with the mean value of $\mu$ and the standard deviation of $\sigma$ is abbreviated to $N(\mu, \sigma^2)$; uniform distribution with the minimum and maximum value of $a$ and $b$, respectively, is abbreviated to $U(a,b)$.

demonstrated in Fig. 4.7. The aggregate power of all dispatched ACs is labeled as AG-Total, below which the aggregate power of the $g$-th group is labeled as AG-$g$. The number of ACs and the dispatch time instant of the $g$-th group $\tau_g$ are shown in Table 4.2.

The curve of AG-Total in Fig. 4.7a shows that aggregate power of all the dispatched ACs decreases from 12 to 7 MW after receiving the reserve deployment signal and maintains at 7 MW since then. Hence, the lead rebound is eliminated entirely after the sequential dispatch of five groups of ACs (shown by AG-1 to AG-5) when $N_{max}$ is 60,000. By contrast, $RC^*$ in Fig. 4.7a is the same with that in Fig. 4.7b, while $N_{max}$ of the latter is 35,000 smaller than the former. Table 4.2 shows that the dispatch results of AG-1 and AG-2 are the same. However, all the remaining ACs in Fig. 4.7b are utilized in AG-3 and the curve of AG-Total in Fig. 4.7b shows that the aggregate power of dispatched ACs rebounds at around 16:45. Hence, 25,000 controllable ACs are not sufficient to mitigate the rebound load entirely and the maximum duration time is only about 45 min. On the other hand, $N_{max}$ in Fig. 4.7a and c is the same and equals to 60,000, while $RC^*$ of the latter is 10 MW higher than the former. The

Table 4.2  Dispatch results of ACs during the reserve deployment period

<table>
<thead>
<tr>
<th>$RC^*/N_{max}$</th>
<th>AG-No.</th>
<th>Number</th>
<th>$\tau_g$</th>
<th>AG-No.</th>
<th>Number</th>
<th>$\tau_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 MW/60,000</td>
<td>1</td>
<td>14,143</td>
<td>16:00</td>
<td>2</td>
<td>8,143</td>
<td>16:22</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5,663</td>
<td>16:41</td>
<td>4</td>
<td>3,518</td>
<td>17:03</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2,524</td>
<td>17:24</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5 MW/25,000</td>
<td>1</td>
<td>14,143</td>
<td>16:00</td>
<td>2</td>
<td>8,143</td>
<td>16:22</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2,714</td>
<td>16:36</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>15 MW/60,000</td>
<td>1</td>
<td>42,279</td>
<td>16:00</td>
<td>2</td>
<td>17,721</td>
<td>16:19</td>
</tr>
</tbody>
</table>
Fig. 4.7  Operating reserve provided by ACs when receiving reserve deployment signal at 16:00
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Fig. 4.8 Maximum duration time corresponding to different numbers of controllable ACs and different required reserve capacity

curve of AG-Total in Fig. 4.7c shows that the aggregate power of dispatched ACs rebounds at around 16:25. Figure 4.7c and Table 4.2 show that after the dispatch of two groups (AG-1 and AG-2), all the controllable ACs are utilized. Therefore, 60,000 controllable ACs are not sufficient to mitigate the rebound load entirely when $RC^*$ is 15 MW and the maximum duration time is only about 25 min. Consequently, there exists constraints between the feasible reserve capacity and feasible deployment duration, both of which are also limited by total number of controllable ACs.

In order to evaluate ACs’ potential for the provision of operating reserve, the maximum duration time $DT_{\text{max}}$ corresponding to different numbers of controllable ACs and $RC^*$ is simulated, as demonstrated in Fig. 4.8. In this way, the feasibility ranges of operating reserve are the areas below the surface in Fig. 4.8. The simulation cases are conducted on a PC with Intel 2.3 GHz 2-core processor (4 MB L3 cache), 8 GB memory. The computational time of the sequential dispatch and recovery process when $N_{\text{max}}$ controllable ACs are required to provide reserve capacity of $RC^*$ for $DT_{\text{max}}$ is shown in Fig. 4.9. Since all the ACs are assumed to be controllable for at least one hour, the longest deployment duration is set as 60 min, after which the sequential dispatch procedure will stop. For a given number of ACs, if the maximum duration time in Fig. 4.8 equals to 60 min, the computational time in Fig. 4.9 increases with $RC^*$ because more ACs are dispatched with larger $RC^*$. On the other hand, if the maximum duration time in Fig. 4.8 is smaller than 60 min, all the controllable ACs are dispatched to fulfill the requirement of $RC^*$. The computational time in Fig. 4.9 decreases with $RC^*$ because less groups of ACs will be dispatched/recovered with larger $RC^*$. Hence, the computational time reaches the maximum value when $DT^*$ has just reached 60 min. The maximum computational time in Fig. 4.9 is 248 s, which is corresponding to the provision of 12 MW reserve capacity for 60 min with 70,000 ACs.
For a given number of ACs, the maximum duration time decreases with the increase of $RC^*$. Consequently, reserve capacity in Fig. 4.8 reaches the maximum value when the maximum duration time equals to the required value $DT^*$. Assume that the required duration time is 30 min [31], the maximum reserve capacity corresponding to the number of controllable ACs is plotted on the bottom of Fig. 4.8, which shows that the maximum reserve capacity is 14.09 MW when there are 60,000 ACs. Hence, when $RC^*$ is lower than 14.09 MW, ACs can fulfill the requirements of duration time, as illustrated in Fig. 4.7a. By contrast, when $RC^*$ is 15 MW, the duration time is not enough, as illustrated in Fig. 4.7c. Therefore, the maximum reserve capacity can be effectively evaluated according to the expected duration time and total number of controllable ACs. Such evaluation is helpful for the selection of $RC^*$ and $DT^*$ in the following cases.

**4.5.2 Provision of Operating Reserve with Various Duration Time and Reserve Capacity**

In this case, the ACs are required to provide operating reserve with a specified reserve capacity $RC^*$ and a specified duration time $DT^*$. Hence, ACs should ensure that the lead rebound is mitigated entirely during $DT^*$, after which the recovery program will be triggered. The maximum number of controllable ACs is set as 60,000. The dynamics of reserve deployment with the recovery process are shown in Fig. 4.10, in which the dispatch results during the reserve deployment period and the recovery period are separated by the dotted line. The room temperature profile corresponding to the load control in Fig. 4.10a–e are shown in Fig. 4.11a–e, respectively. The indices for the simulated case are presented in Table 4.3. Standard deviation $SD$ and power volatility $PV$ are the values for the load recovery process. The threshold of valid reserve capacity calculated by (4.8) is set between $0.9 \cdot PD_{\max}^g$ and $PD_{\max}^g$. The
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Fig. 4.10 Sequential dispatch and recovery of ACs for the provision of operating reserve with various $RC^*$ and $DT^*$

number of ACs and the dispatch/recovery time instant of the $g$-th group $\tau_g$ are shown in Table 4.4.

Aggregate power of all dispatched ACs maintains at the reduced value during the reserve deployment period and returns the initial value steadily after receiving the recovery signal, as is illustrated by the curve of AG-Total in Fig. 4.10. This means that both the lead rebound and lag rebound are mitigated entirely by dispatching different AC groups in sequence. Dynamics of reserve deployment are various with different
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Fig. 4.11 The room temperature profile of ACs for the provision of operating reserve with various $R^*$ and $D^*$.

On the one hand, $R^*$ in Fig. 4.10a and b is the same (5 MW), while $D^*$ of the latter is 0.3 h lower than the former. Table 4.4 shows that only 14,143 ACs dispatched at 16:00 are enough to realize the deployment duration of 0.2 h in Fig. 4.10b, while another 8,143 ACs are dispatched at 16:21 in Fig. 4.10a to extend the deployment duration to 0.5 h. Hence, ACs are divided into more groups to be recovered in Fig. 4.10a, leading to the decrease of PV by 2.11% ($= 5.86 - 3.75\%$) compared to that in Fig. 4.10b, as shown in Table 4.3. Figure 4.11a–b show that

(a) $R^* = 5$ MW, $D^* = 0.5$ h
(b) $R^* = 5$ MW, $D^* = 0.2$ h
(c) $R^* = 14$ MW, $D^* = 0.5$ h
(d) $R^* = 17$ MW, $D^* = 0.36$ h
(e) $R^* = 21$ MW, $D^* = 0.2$ h
Table 4.3  Indices of the operating reserve with various RC* and DT*

<table>
<thead>
<tr>
<th>Instruction (RC*/DT*)</th>
<th>SD (MW)</th>
<th>PV (%)</th>
<th>RT_d (min)</th>
<th>RT_r (min)</th>
<th>RR_d (MW/min)</th>
<th>RR_r (MW/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 MW/0.5 h</td>
<td>0.30</td>
<td>3.75</td>
<td>5.03</td>
<td>8.99</td>
<td>0.99</td>
<td>0.56</td>
</tr>
<tr>
<td>5 MW/0.2 h</td>
<td>0.29</td>
<td>5.86</td>
<td>4.92</td>
<td>12.08</td>
<td>1.02</td>
<td>0.41</td>
</tr>
<tr>
<td>14 MW/0.5 h</td>
<td>0.83</td>
<td>3.96</td>
<td>5.98</td>
<td>8.52</td>
<td>2.81</td>
<td>1.64</td>
</tr>
<tr>
<td>17 MW/0.36</td>
<td>0.88</td>
<td>4.19</td>
<td>5.40</td>
<td>9.67</td>
<td>3.15</td>
<td>1.76</td>
</tr>
<tr>
<td>21 MW/0.2 h</td>
<td>1.20</td>
<td>5.71</td>
<td>5.11</td>
<td>12.19</td>
<td>4.11</td>
<td>1.74</td>
</tr>
</tbody>
</table>

Table 4.4  Dispatch results of ACs during the reserve deployment period and the recovery period

<table>
<thead>
<tr>
<th>RC*/DT*</th>
<th>Period</th>
<th>AG-No.</th>
<th>Number</th>
<th>τ_g</th>
<th>AG-No.</th>
<th>Number</th>
<th>τ_g</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 MW/0.5 h</td>
<td>Deployment</td>
<td>1</td>
<td>14,143</td>
<td>16:00</td>
<td>2</td>
<td>8,143</td>
<td>16:21</td>
</tr>
<tr>
<td></td>
<td>Recovery</td>
<td>3</td>
<td>7,329</td>
<td>16:30</td>
<td>4</td>
<td>4,031</td>
<td>16:49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>3,435</td>
<td>17:08</td>
<td>6</td>
<td>3,804</td>
<td>17:21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>3,687</td>
<td>17:34</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5 MW/0.2 h</td>
<td>Deployment</td>
<td>1</td>
<td>14,143</td>
<td>16:00</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Recovery</td>
<td>2</td>
<td>6,013</td>
<td>16:12</td>
<td>3</td>
<td>2,605</td>
<td>16:40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>3,050</td>
<td>17:12</td>
<td>5</td>
<td>2,475</td>
<td>17:14</td>
</tr>
<tr>
<td>14 MW/0.5 h</td>
<td>Deployment</td>
<td>1</td>
<td>39,431</td>
<td>16:00</td>
<td>2</td>
<td>20,569</td>
<td>16:22</td>
</tr>
<tr>
<td></td>
<td>Recovery</td>
<td>3</td>
<td>20,673</td>
<td>16:30</td>
<td>4</td>
<td>10,099</td>
<td>16:50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>10,104</td>
<td>17:09</td>
<td>6</td>
<td>9,868</td>
<td>17:22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>9,256</td>
<td>17:39</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>17 MW/0.36 h</td>
<td>Deployment</td>
<td>1</td>
<td>48,014</td>
<td>16:00</td>
<td>2</td>
<td>11,986</td>
<td>16:18</td>
</tr>
<tr>
<td></td>
<td>Recovery</td>
<td>3</td>
<td>28,166</td>
<td>16:22</td>
<td>4</td>
<td>9,299</td>
<td>16:48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>8,601</td>
<td>17:08</td>
<td>6</td>
<td>7,446</td>
<td>17:23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>6,498</td>
<td>17:42</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>21 MW/0.2 h</td>
<td>Deployment</td>
<td>1</td>
<td>60,000</td>
<td>16:00</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Recovery</td>
<td>2</td>
<td>24,354</td>
<td>16:11</td>
<td>3</td>
<td>10,942</td>
<td>16:45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>14,092</td>
<td>17:02</td>
<td>5</td>
<td>10,612</td>
<td>17:22</td>
</tr>
</tbody>
</table>

the reduced deployment duration in Fig. 4.10b leads to the decreased changes of set point temperature by approximately 0.5 °C compared to that in Fig. 4.10a. However, the ramp time of Fig. 4.10b during the recovery period is 3.09 min (= 12.08 min – 8.99 min) longer than that in Fig. 4.10a. This is because ACs in Fig. 4.10b have just reached the new temperature hysteresis band when they are recovered to the initial states and therefore it takes longer to migrate to the initial temperature hysteresis band according to the rule of SP-2 [35]. On the other hand, DT* in Fig. 4.10a and c is the same (0.5 h), while RC* of the latter is 9 MW higher than the former. It can be seen from Table 4.4 that ACs are divided into two groups to be dispatched and five group to be recovered both in
Fig. 4.10a and c. Table 4.3 shows that such increase of $R_{C^*}$ leads to the increase of $SD$ from 0.30 MW to 0.83 MW, while $PV$ is similar. All of the controllable ACs are utilized for the provision of operating reserve in Fig. 4.10c–e, where the percentage of power reduction are 63.6%, 80% and 100%, respectively. $DT^*$ in Fig. 4.10c–e is set as the maximum deployment duration obtained from Fig. 4.8. Similar to Fig. 4.10b, ACs are divided into less group to be recovered during the recovery period in Fig. 4.10e, leading to the increase of $PV$ by 1.75% (= 5.71% − 3.96%) than that in Fig. 4.10c and 1.52% (= 5.71% − 4.19%) than that in Fig. 4.10d. Hence, shorter duration time and larger reserve capacity will lead to larger fluctuations of aggregate power. As a result, the possible reserve capacity and duration time should be constrained by the maximum power fluctuations, which is quantified by $SD$ and $PV$. Moreover, Table 4.3 shows that the ramp time of reserve deployment is within 5.98 min, which can fulfill the requirement on ramp time of 10 min spinning reserve, 30 min spinning reserve, etc. [31]. The ramp time during the recovery period is within 12.19 min, which is also shorter than the maximum limit (between 15 and 90 min) for different types of operating reserve [58]. Therefore, the sequential dispatch strategy of ACs can mitigate both the lead rebound and lag rebound entirely, which enables flexible control of the duration time and reserve capacity to fulfill the requirements of different types of operating reserve.

### 4.5.3 Comparison of Different Dispatch Strategy of ACs for the Provision of Operating Reserve

In order to validate the necessity of mitigating both the lead rebound and lag rebound, the operating reserve provided by ACs is utilized to relieve congestion resulted from the system peak load in IEEE-30-bus test system [59], diagram of which is shown in Fig. 4.12. To obtain the load patterns for the summer day, 1.23% of the historical hourly load in the COAST weather zone in Electric Reliability Council of Texas (ERCOT) in 24th August 2017 is utilized to generate the total system load [60]. In this way, the peak of total system load equals to approximately 120% of the load demand in standard IEEE-30-bus test system [59]. The profile of total system load [60] and the corresponding ambient temperature [61] are shown in Fig. 4.13.

Figure 4.13 shows that the system peak load exists at around 15:00. At 16:00, ACs located from bus 14–24 provide operating reserve of 14 MW as illustrated by Fig. 4.10c, which accounts for 15% of the electricity consumption in these buses. The operating reserve provided by ACs is replaced by 30 min operating reserve at 16:30, after which ACs are recovered to the initial states. The total number of controllable ACs located from bus 14 to bus 24 is generated from the consumer travel habit data collected by National Household Travel Survey [62] and is shown by the bars in Fig. 4.14. The total aggregate power corresponding to the controllable ACs is shown by the square-scattered lines in Fig. 4.14. The distribution of controllable ACs located...
Fig. 4.12  Diagram of IEEE-30 bus system

Fig. 4.13  Total system load and ambient temperature at each time instant
from bus 14 to bus 24 is proportional to the base load in these buses [59]. Locational marginal price (LMP) at each bus is evaluated by optimal power flow (OPF).

The proposed sequential dispatch strategy (SDS) is compared with the four other methods, which includes: (1) GDS [17, 27]: The concept of grouping devices to reduce the lag rebound in existing literatures, which divide ACs into several groups and recover them at a regular time interval. In this case, ACs are divided into three groups to be dispatched every 10 min and divided into five groups to be recovered every 10 min. In addition, the control of ACs in each group also follows safe protocol-2, which is the same as the proposed SDS; (2) RDS [13]: Randomizing the deployment/recovery of ACs over time, which is the most common way to mitigate the demand response rebound in existing researches. In this case, the deployment and recovery of ACs are randomized between 0 and 10 min; (3) SP-2 [46]: The safe protocol-2 to avoid synchronization of ACs, which reduces the power fluctuations and the level of demand response rebound; (4) CDS [63]: Traditional centralized dispatch strategy in which all the ACs are deployed/recovered when receiving reserve deployment/recovery signal instantaneously.

The total system load profile after the reserve deployment of ACs controlled by different dispatch strategies at 16:00 is shown in Fig. 4.15. The indices for the simulated cases are presented in Table 4.5. Branch m-n denotes the branch between bus m and bus n. The branch loading index (BLI) in branch 21–22 and branch 15–23 are shown by curves in Fig. 4.16. LMP in 5 min intervals in bus 21 is shown by the bars in Fig. 4.16.

The profile of BLI in Fig. 4.16 shows that congestion exists in branch 21–22 and branch 15–23 since 15:00 because of the system peak load, leading to the increase of LMP from 44$/MW to 72$/MW. The deployment of operating reserve provided by ACs at 16:00 relieves the congestion and reduces the LMP from 72$/MW to 44$/MW. Table 4.5 and the deployment segment from 16:00 to 16:30 in Fig. 4.15 show that the lead rebound is mitigated entirely in SDS. Accordingly, LMP in Fig. 4.16a remains at the level of 44$/MW after 16:00.

Similar to SDS, GDS can also mitigate the lead rebound entirely. However, the ramp time prolongs to 23.40 min, which cannot fulfill the requirement of many types
of operating reserves (e.g., 10 min spinning reserve). By contrast, RDS, SP-2 and CDS cannot mitigate the lead rebound entirely and the value reaches 12.02 MW, 6.13 MW and 15.63 MW, respectively. Compared to CDS and RDS, almost all the power fluctuations are removed by SP-2. However, SP-2 cannot entirely mitigate the lead rebound either and the aggregate power still rebound within the required duration time. Consequently, the actual duration time is only 19.27 min, which is shorter than $DT^*$ (30 min). Congestion still exists during the reserve deployment period and the LMP increases to the level of 72$/MW again, as shown in Fig. 4.16c–e. Therefore, it is crucial to mitigate the lead rebound entirely so that the duration time can be flexibly controlled.

On the other hand, Table 4.5 and the recovery segment from 16:30 to 18:00 in Fig. 4.15 show that the lag rebound is also mitigated entirely by SDS, but cannot be mitigated entirely by RDS, SP-2 and CDS, whose lag rebounds reach 16.71 MW, 17.89 MW and 30.45 MW, respectively. As a result, the aggregate power attained by RDS, SP-2 and CDS are very large, resulting in the increase of LMP to over 72$/MW. Because of lacking the co-optimization among the reserve capacity and dispatch time instant of different AC groups in GDS, a rebound peak of 5.22 MW still exists at around 17:10, leading to the increase of LMP to around 67$/MW. It is required to mention that although the ramp time in SDS and SP-2 is a little longer than that in

### Table 4.5  Indices of the operating reserve provided by ACs with different dispatch strategies

<table>
<thead>
<tr>
<th>Dispatch strategies</th>
<th>$DT$ (min)</th>
<th>$BC_d$ (MW)</th>
<th>$BC_r$ (MW)</th>
<th>$RT_d$ (min)</th>
<th>$RT_r$ (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed SDS</td>
<td>30.00</td>
<td>0</td>
<td>0</td>
<td>5.98</td>
<td>8.52</td>
</tr>
<tr>
<td>GDS [17, 27]</td>
<td>30.00</td>
<td>0</td>
<td>5.22</td>
<td>23.40</td>
<td>8.68</td>
</tr>
<tr>
<td>RDS [13]</td>
<td>15.11</td>
<td>12.02</td>
<td>16.71</td>
<td>9.73</td>
<td>7.03</td>
</tr>
<tr>
<td>SP-2 [46]</td>
<td>19.27</td>
<td>6.13</td>
<td>17.89</td>
<td>4.87</td>
<td>8.95</td>
</tr>
<tr>
<td>CDS [63]</td>
<td>8.93</td>
<td>15.63</td>
<td>30.45</td>
<td>0.62</td>
<td>0.55</td>
</tr>
</tbody>
</table>
Fig. 4.16 Locational marginal price in 5-min intervals in bus 21 and branch loading index of the congestion branches corresponding to different control strategies
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CDS and RDS, it can fulfill the requirements of most types of operating reserve. Therefore, the proposed SDS is better than the other dispatch strategies on the entire mitigation of the lead-lag rebound attained by the capacity-time co-optimization during the reserve deployment/recovery process.

4.6 Conclusions

This chapter presents a novel sequential dispatch strategy of ACs for the provision of the operating reserve. The impacts of the lead-lag rebound on the capacity dimension and the time dimension are quantified by a proposed evaluation framework. Illustrative results demonstrate that the sequential dispatch strategy and recovery algorithm enable ACs to provide operating reserve with multiple duration time. The maximum reserve capacity and the corresponding feasible duration time range are constrained by parameters including the total number of ACs and the power volatility limit. Aggregators should carefully balance these constraints to determine the reserve capacity and duration time. Moreover, the comparison of the proposed strategy with other methods illustrates that the proposed capacity-time co-optimization among different AC groups enable the entire mitigation of the lead-lag rebound. In this way, ACs can be utilized to relieve congestion or reduce peak load without adding additional burden to the power system.
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Chapter 5
Inverter Air Conditioner Aggregation for Providing Frequency Regulation Service

5.1 Introduction

The above four chapters focus on the operating reserve provided by ACs or TCLs, in which frequency regulation service (FRS) is one of the most important operating reserve for the power systems. The high penetration of intermittent renewables and the increasing severe contingencies of generation, transmission, and distribution infrastructures have led to more fluctuations faced by current power systems [1]. For example, the bipolar locking of the ultra-high voltage direct current transmission line in the East China Grid resulted in the system frequency decline by 0.41 Hz abruptly on September 9th, 2015 [2], and the large-scale blackout in Taiwan impacted 5.92 million customers on August 15th, 2017 [3]. Therefore, the FRS is becoming increasingly important by maintaining power balance between generation and consumption. Conventionally, FRS is provided by generators, such as thermal power generators [4]. However, traditional generators may be phased out in the future due to the constraint of the greenhouse gas emissions on a global scale, making the traditional generators insufficient to deal with the increasing requirements of FRS [5]. The information and communication technology has improved a lot over the past decades, and in the meantime smart home appliances become more popular, which make it easier for loads to be controlled directly to assist the system in maintaining balance [6, 7]. Loads can reduce/increase operating power to provide FRS when the system frequency drops/rises [8]. Moreover, the operating power of demand side resources (DSRs) can be regulated rapidly, while the generator regulates its power generation through a series of processes, such as the speed governor process and the reheat steam turbine process, leading to a larger inertia compared with DSRs [9]. Meanwhile, customers can get benefits for their contributions to maintaining the system stability [10, 11]. Therefore, several studies are turning from supply side to demand side [12, 13]. For example, Benysek et al. [14] develops an application-ready control algorithm based on the stochastic and decentralized strategy to realize the load frequency control. A hybrid hierarchical control scheme of demand side resources is developed to support FRS in [15, 16].
Among common home appliances, such as lights, televisions, air conditioners (ACs), refrigerators and water heaters, the ACs top the list of power consumption [17, 18]. A short time regulation of the operating power of the AC has little effect on the room temperature due to the heat preservation property [5]. Therefore, ACs are suitable and have huge potential to serve as DSR. Apart from regular fixed speed ACs, the market share of inverter ACs is expanding rapidly [19]. For example, the sale volume of inverter ACs in China has exceeded the regular fixed speed ACs [20]. The main difference of the regular and inverter ACs is the compressor, which is also the main power consumption component of the AC [21]. The regular AC’s compressor operates in only two modes, i.e., on- or off-mode. Therefore, the operating power of regular ACs can be approximated as switching between the rated power and zero. In contrast, the compressor’s speed of the inverter AC can be adjusted continuously by changing the operating frequency, making it more flexible to adjust AC’s operating power and follow FRS instructions [21].

References [22, 23] develop an inverter AC model based on the simulation method and experimental data, respectively. However, these two studies only focus on the physical model and do not consider the interaction between the ACs and power systems. References [24, 25] present an accurate mathematical model of ACs to provide FRS for power systems, while the model is based on regular ACs with fixed speeds. Besides, a control method considering customer’s set temperature is proposed in [26] to dispatch regular ACs for providing balancing services for power systems, while this method is developed particularly for the AC and the system operator has to dispatch the generators and the ACs in two different ways.

In existing power systems, the FRS is mainly provided by traditional generators, such as thermal power generators [4, 9]. Many sophisticated control methods for these traditional generators have been developed [27]. For example, generators are equipped with speed governors to provide primary frequency regulation (PFR) with the proportional control method. Some generators are installed with synchronizers to participate in secondary frequency regulation (SFR) with the integral control method [28]. However, the operation characteristics of the inverter AC are different from traditional generators. A major difference rests in that the inverter AC is not installed with speed governors or synchronizers. Some control methods for the inverter AC have been proposed such as changing the operating states (on/off control method) [6] or adjusting the set temperatures to achieve adjustable operating power [5]. Although the above control methods for the generator and inverter AC have been developed in previous studies, the dispatching models of the generator and inverter AC are remarkably distinct. It is not yet clear how to dispatch generators and inverter ACs to provide FRS simultaneously by using the same set of the control system.

To address this issue, this chapter develops a novel thermal and electrical model of the inverter AC, which is equivalent to a generator, so that the inverter AC can be controlled as a generator to provide FRS. In this manner, the existing control system for generators can send scheduling instructions to inverter ACs (similar as those sent to generators), making it more accessible for inverter ACs to participate in FRS. The main contributions of this chapter are as follows:
(a) A novel thermal and electrical model of the inverter AC for providing FRS is developed. Based on this model, the inverter AC can be controlled to change the operating power for providing FRS.

(b) The model of the inverter AC is derived and equivalent to a traditional generator, including the control parameters and evaluation criteria. In this manner, the inverter AC can be scheduled and compatible with the existing control system.

(c) A stochastic allocation method of the regulation sequence among inverter ACs is proposed to reduce the effect of FRS on customers. Besides, a hybrid control strategy by taking into account the dead band control and the hysteresis control is developed to reduce the frequency fluctuations of power systems.

This chapter includes research related to the equivalent modeling of inverter air conditioners for providing frequency regulation service by [29].

5.2 Thermal and Electrical Model of the Inverter AC Considering Providing FRS

5.2.1 Thermal Model of a Room

To study the operating characteristics of inverter ACs, it is necessary to develop the thermal model of a room. Some valid models have been built to describe the relationship between the room temperature and the thermal deviation [5, 22], which can be expressed as [26]:

\[ c_A \rho_A V \cdot \Delta T_A = \int (\Delta Q_{gain} - \Delta Q_{AC}) dt \]  \hspace{1cm} (5.1)

\[ \Delta Q_{gain} = (U_{O-A} A_S + c_A \rho_A V \xi)(\Delta T_O - \Delta T_A) + \Delta Q_{dis} \]  \hspace{1cm} (5.2)

where \( \Delta \) denotes the deviation of the parameters; \( c_A \) is the heat capacity of the air; \( \rho_A \) is the density of the air; \( V \) and \( A_S \) are the volume and the surface area of the room, respectively; \( T_A \) is the indoor temperature; \( Q_{gain} \) is the total heat gains of the room; \( Q_{AC} \) is the refrigerating capacity of the inverter AC; \( U_{O-A} \) and \( \xi \) are the heat transfer coefficient and air exchange times between the room and the ambience, respectively; \( T_O \) is the ambient temperature; \( Q_{dis} \) is the heat power from people, lights, appliances and other disturbances.

The thermal model can also be expressed in the frequency domain by the Laplace Transform:

\[ c_A \rho_A V \cdot T_A(s) = Q_{gain}(s) - Q_{AC}(s) \]  \hspace{1cm} (5.3)
\[ Q_{gain}(s) = (U_{O-A} A_s + c_A \rho_A V \xi)[T_O(s) - T_A(s)] + Q_{dis}(s) \] (5.4)

where \( s \) is the Laplace operator.

### 5.2.2 Electrical Model of an Inverter AC Considering Providing FRS for Power Systems

The major differences between inverter ACs and regular fixed speed ACs are the frequency converter and the compressor. The regular AC’s compressor only works in a fixed speed, while the inverter AC’s compressor can change the speed continuously by adjusting the operating frequency. The operating power and refrigerating capacity are also regulated with the operating frequency, which can be expressed as:

\[
\Delta P_{AC} = \kappa_P \Delta f_{AC}(1 - e^{-t/T_c})
\] (5.5)

\[
\Delta Q_{AC} = \kappa_Q \Delta f_{AC}(1 - e^{-t/T_c})
\] (5.6)

where \( P_{AC} \) and \( Q_{AC} \) are the operating power and refrigerating capacity of the inverter AC, respectively; \( f_{AC} \) is the operating frequency of the inverter AC; \( \kappa_P \) and \( \kappa_Q \) are the constant coefficients of the inverter AC; \( T_c \) is the time constant of the compressor.

The electrical model can also be expressed in the frequency domain [22]:

\[
P_{AC}(s) = \frac{\kappa_P}{T_c s + 1} f_{AC}(s) + \mu_P
\] (5.7)

\[
Q_{AC}(s) = \frac{\kappa_Q}{T_c s + 1} f_{AC}(s) + \mu_Q
\] (5.8)

where \( \mu_P \) and \( \mu_Q \) are the constant coefficients of the inverter AC. Therefore, the relationship between the operating power and the refrigerating capacity can be described as:

\[
Q_{AC}(s) = \frac{\kappa_Q}{\kappa_P} P_{AC}(s) + \frac{\kappa_P \mu_Q - \kappa_Q \mu_P}{\kappa_P}
\] (5.9)

The operating frequency of the inverter AC is mainly based on the gap between the set temperature and the current room temperature, which can be expressed as:

\[
\Delta f_{AC}(s) = C(s) \cdot \Delta T_{dev}(s)
\] (5.10)

\[
\Delta T_{dev}(s) = \Delta T_A(s) - \Delta T_{set}(s)
\] (5.11)
where $C(s)$ is the temperature controller of the inverter AC; $T_{dev}$ is the deviation between the indoor temperature $T_A$ and the set temperature $T_{set}$.

Proportional integral (PI) controller is a conventional classical control method adopted by inverter ACs, which can meet the control requirement simply and effectively. The PI controller can be described as [30]:

$$C(s) = \theta + \eta/s$$  \hspace{1cm} (5.12)

where $\theta$ and $\eta$ are the constant coefficients of the controller.

In the time domain, the operating frequency of the inverter AC can be expressed as:

$$\Delta f_{AC} = \theta \cdot \Delta T_{dev} + \eta \cdot \int \Delta T_{dev} dt$$  \hspace{1cm} (5.13)

If the inverter AC provides FRS for power systems, the AC’s operating frequency will also be influenced by the system frequency, which can be described as:

$$\Delta f_{AC}(s) = C(s) \cdot \Delta T_{dev}(s) + D(s) \cdot \Delta f(s)$$  \hspace{1cm} (5.14)

where $\Delta f$ is the frequency deviation of the power system; $D(s)$ is the controller of the inverter AC for participating in FRS.

In the time domain, the operating frequency can be expressed as:

$$\Delta f_{AC} = \theta \cdot \Delta T_{dev} + \eta \cdot \int \Delta T_{dev} dt + \delta \cdot \Delta f + \gamma \cdot \int \Delta f dt$$  \hspace{1cm} (5.15)

From Eqs. (5.5) and (5.15), the operating power of the inverter AC can be expressed as:

$$\Delta P_{AC} = \kappa_P (1 - e^{-t/T_c})(\theta \cdot \Delta T_{dev} + \eta \cdot \int \Delta T_{dev} dt + \delta \cdot \Delta f + \gamma \cdot \int \Delta f dt)$$  \hspace{1cm} (5.16)

### 5.2.3 Analysis of the Thermal and Electrical Model

The above thermal and electrical model can be derived as Fig. 5.1, where $\Gamma_A$ and $\Psi_A$ equal to $(c_A \rho_A V)$ and $(U_{O-A} A_S + c_A \rho_A V \xi)$, respectively. The model is divided into five portions. Portion (c) is the main body of this model and all the other four portions connect with it. The dead band of the temperature gap is set to prevent the operating frequency from adjusting too frequently under tiny perturbations. The rate limiter is set to limit the adjusting speed of the compressor to ensure its safety. Besides, the deviation range of the operating frequency is limited in the saturation function.
The Portion (b), (d) and (e) in this model can affect the operating power of the inverter AC. Portion (b) is the heat source of the model, which includes the transferred heat through the room envelope, the exchanged heat through the gaps of the doors or windows and the radiated heat from people or appliances. Portion (e) is the expected comfortable temperature of the customer, which can be adjusted through the remote control panel. Portion (d) is the additional signal for the inverter AC to participate in FRS. When the system frequency decreases, the inverter AC’s operating frequency will also decrease to cut down the operating power and assist the recovery of the system frequency. Deviations in the above three portions will finally affect the operating power in Portion (a).

Figure 5.2 shows the analysis of the inverter AC’s response speed in the time domain. It is assumed that the system frequency deviates from the rated value abruptly and the $\Delta f$ is regarded as a step signal. The desired response speed is shown in Case 1. However, in fact, the adjusting speed of the compressor is limited by the rate limiter to ensure its safety, which is considered in Case 2. The $\Delta P_{AC}$ increases rapidly and reaches the maximum value within ten seconds.

As for the response time for PFR, the Union for the Co-ordination of Transmission of Electricity in Europe [31, 32] requires that the generator should reach the required value within thirty seconds. Moreover, SFR should start to respond within thirty seconds and reach the required value within fifteen minutes. Therefore, the FRS provided by the inverter AC can meet the requirements of the response time.
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5.3.1 Equivalent Modeling of Inverter ACs

This chapter takes reheat steam generators as an example to analyze the characteristics of FRS [9]. The power-frequency regulation model of the reheat steam generator can be expressed as:

\[
\Delta P_G(s) = \frac{(1/R + K/s)(F_{HP}T_r + 1)}{(T_g + 1)(T_r + 1)(T_t + 1)} \Delta f(s)
\] (5.17)

where \( R \) is speed droop parameter of PFR; \( K \) is the integral gain of SFR; \( F_{HP} \) is the power fraction of the high pressure turbine section; \( T_g, T_r \) and \( T_t \) are the speed governor time constant, reheat time constant and turbine time constant, respectively.

From Eq. (5.1)–(5.16), the operating power deviation of the inverter AC can be derived as:

\[
\Delta P_{AC}(s) = \frac{\kappa_P\left(\Gamma_{AS} + \Psi_A\right)\left(D(s)\Delta f(s) + C(s)\Delta T_{set}(s)\right)}{(T_c + 1)(\Gamma_{AS} + \Psi_A) + \kappa_Q C(s)}
+ \frac{\kappa_P C(s)(\Psi_A\Delta T_O(s) + \Delta Q_{dis}(s))}{(T_c + 1)(\Gamma_{AS} + \Psi_A) + \kappa_Q C(s)}
\] (5.18)

where the operating power deviation \( \Delta P_{AC} \) is affected by four factors: the system frequency deviation \( \Delta f \), the set temperature deviation \( \Delta T_{set} \), the ambient temperature deviation \( \Delta T_O \) and the radiated heat deviation \( \Delta Q_{dis} \). Generally, the duration time of the FRS process is short (within 30 s) [31, 32]. Therefore, the ambient temperature and the radiated heat can be assumed as invariable. When the inverter AC system enters a stable operating state, the set temperature is fixed, unless the customer adjusts the set value exactly at the time interval when the inverter AC is providing FRS. To sum up, considering the short FRS time, the three deviations \( \Delta T_{set}, \Delta T_O \) and \( \Delta Q_{dis} \) can be omitted with regard to a stable operating inverter AC. Therefore, the \( \Delta P_{AC} \) can be simplified to:
\[
\Delta P_{AC}(s) = \frac{\kappa_P D(s)(T_a s + 1)}{(T_c s + 1)(T_a s + 1) + \Phi_{AC} C(s)} \Delta f(s) \tag{5.19}
\]

where \( T_a \) and \( \Phi_{AC} \) equal to \((\Gamma_A / \Psi_A)\) and \((\kappa_Q / \Psi_A)\), respectively.

If the frequency regulation strategy of the inverter AC is the same with generators, the function \( D(s) \) can be described as:

\[
D(s) = \delta + \gamma / s \tag{5.20}
\]

where \( \delta \) and \( \gamma \) are the constant coefficients of the controller.

As shown in Fig. 5.3, the power generation of generators and the power consumption of inverter ACs both are related to the system frequency. When the system frequency decreases, the generator will increase power generation, while the inverter AC will decrease operating power. Both adjustments contribute to the stability of the system frequency.

Figure 5.4 shows the Bode diagram of the power system before and after considering the FRS provided by inverter ACs. The phase margin and gain margin are two important parameters of the stability criteria in the Bode diagram. In Case 1, the FRS is provided only by generators, where the phase margin and the gain margin are 51° and 27.9 dB, respectively. In Case 2, the FRS is provided by both generators and inverter ACs, where the phase margin widens to 80° and the gain margin is expanded towards infinity (Here the operating power of inverter ACs has no limitation). It indicates that the system’s stability and frequency regulation ability get improved after the inverter ACs participating in FRS.
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5.3.2 Equivalent Control Parameters

(1) **Equivalence of the PFR and SFR**

Every generator can participate in PFR because all of them are equipped with speed governors [4]. The PFR is able to respond within 30 s [31] and mainly deals with random loads. The speed droop parameter of PFR is defined as $R$ [9]. Correspondingly, the proportional controller ($\kappa_p \delta$) in the inverter AC model is the equivalent regulation parameter to provide PFR. However, the system frequency cannot recover the rated value only by PFR. Therefore, some generators are installed synchronizers to provide SFR. The integral coefficient of SFR is defined as $K$ [4]. Correspondingly, the inverter AC can also provide SFR by the equivalent integral parameter $\kappa_p \gamma$.

(2) **Equivalence of the First-Order Inertia Element**

The first-order inertia element exists in the two models, which are the speed governor in the generator model and the compressor in the inverter AC model, respectively. Due to the little inertia of the compressor, the time constant $T_c$ is less than the time constant of the speed governor $T_g$. Therefore, the inverter AC can regulate the operating power more rapidly than traditional generators.

(3) **Equivalence of the Power Performing Component**

The power performing component of the generator is the reheat steam turbine. Correspondingly, the inverter AC regulates the operating power by the thermal and electrical model, which can change the operating power temporarily without exceeding the customer’s comfort temperature interval. The equivalent parameters are shown in Table 5.1.
Table 5.1 Equivalent parameters of generators and inverter ACs

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Generator</th>
<th>Inverter AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportionality coefficient of PFR</td>
<td>$1/R$</td>
<td>$\kappa_P \delta$</td>
</tr>
<tr>
<td>Integral coefficient of SFR</td>
<td>$K$</td>
<td>$\kappa_P \gamma$</td>
</tr>
<tr>
<td>Time constant of the first-order inertia element</td>
<td>$T_g$</td>
<td>$T_c$</td>
</tr>
<tr>
<td>Power performing component</td>
<td>$T_I, T_t, F_{HP}$</td>
<td>$T_c, T_a, \Phi_{AC}$</td>
</tr>
<tr>
<td>Regulation capacity</td>
<td>$\Delta P_G$</td>
<td>$\Delta P_{AC}$</td>
</tr>
<tr>
<td>Activation time</td>
<td>$AT_G$</td>
<td>$AT_{AC}$</td>
</tr>
<tr>
<td>Delay time</td>
<td>$DEL_G$</td>
<td>$DEL_{AC}$</td>
</tr>
</tbody>
</table>

Fig. 5.5 Evaluation parameters for providing FRS: a the generator, b the inverter AC

5.3.3 Equivalent Evaluation Parameters

(1) Regulation Capacity

As shown in Fig. 5.5a, the generator will increase the power generation when the system frequency decreases. The maximum regulation capacity can be expressed as $\Delta P_G^{\text{max}}$. Similarly, the inverter AC will provide regulation capacity by decreasing the operating power when the frequency deviation occurs. From Eq. (5.1)–(5.9), the maximum regulation capacity of the inverter AC can be expressed as:
\[ \Delta P_{AC}^{\text{max}} = \kappa_P \int_{AC}^{\text{min}} - \frac{KQ}{\kappa_P} \left[ \Psi_A (T_O - T_A) + Q_{dis} - \mu_Q \right] \] (5.21)

(2) **Activation Time**

The activation time is the time interval from the occurrence moment of the frequency deviation to the moment when the regulation capacity reaches the maximum value. The activation time is expressed as \( AT_G \) in the generator model and \( AT_{AC} \) in the inverter AC model. As shown in Fig. 5.5b, the activation time \( AT_{AC} \) and the regulation capacity \( \Delta P_{AC} \) of the inverter AC are different in the two cases. Due to the limitation of the compressor’s adjusting speed, a larger regulation capacity needs a longer activation time.

(3) **Duration Time**

The additional power generation of the generator can last more than 15 min until reserve generators are dispatched to make up the shortage of power [31, 32]. Therefore, the FRS provided by generators can be assumed to continue for an infinite time. Different from generators, the FRS provided by inverter ACs may not continue for a long time. If the operating power is adjusted widely, the room temperature will change rapidly and reach the limitation of the comfortable temperature. Then the inverter AC has to increase operating power to ensure the customer’s comfort. Therefore, the duration time \( DT_{AC}^{\text{max}} \) is defined to evaluate the relationship between the available regulation time and the regulation capacity \( \Delta P_{AC} \), which can be derived as:

\[
DT_{AC}^{\text{max}} = \begin{cases} 
+ \infty, & 0 \leq |\Delta P_{AC}| \leq \kappa_P \frac{\Delta T_A^{\text{max}}}{\Phi_{AC}} \\
- T_a \cdot \ln \left( 1 + \frac{\kappa_P \Delta T_A^{\text{max}}}{\Phi_{AC} \Delta P_{AC}} \right), & \kappa_P \Delta T_A^{\text{max}} / \Phi_{AC} < |\Delta P_{AC}| \leq |\Delta P_{AC}^{\text{max}}| 
\end{cases}
\] (5.22)

As shown in Fig. 5.6, the \( DT_{AC}^{\text{max}} \) will be shorter with the increase of \( \Delta P_{AC} \). By contrast, the \( DT_{AC}^{\text{max}} \) will be longer with the increase of the maximum allowable deviation of the room temperature \( \Delta T_A^{\text{max}} \).

5.4 Control of Aggregated Inverter ACs for Providing Frequency Regulation Service

5.4.1 The Regulation Capacity Allocation Among Generators and Inverter ACs

The regulation capacity of one inverter AC is paltry for the system. Therefore, the inverter ACs are aggregated and equivalent as a traditional generator. The maximum regulation capacity of the aggregation can be calculated as:
The required regulation capacity of FRS ($P_{RE}$) is proportional to the loads in the system [4]. Each participant for FRS in the system will be allocated a certain proportion of the $P_{RE}$, which can be expressed as:

$$P_{RE} = \alpha_G P_{RE} + \alpha_{AC} P_{RE} = \sum_{j=1}^{M} \alpha_{Gj} P_{RE} + \sum_{i=1}^{N} \alpha_{ACi} P_{RE}$$

$$= \sum_{j=1}^{M} \Delta P_{\text{max}}^{Gj} + \sum_{i=1}^{N} \Delta P_{\text{max}}^{ACi}$$

(5.24)

where $\alpha_G$ and $\alpha_{AC}$ are the shares of $P_{RE}$ provided by generators and inverter ACs, respectively. $M$ and $N$ are the number of generators and inverter ACs, respectively.

Generators can provide FRS by increasing power generation and last until the reserve generators are dispatched to make up the power shortage. However, inverter ACs will return to the original operating power when the system frequency recovers to the rated value. Therefore, the inverter ACs can mainly provide PFR, while SFR is still mainly provided by the generators. In order to avoid the capacity shortage of SFR, the maximum share of inverter ACs in the total regulation capacity should be limited to a safety threshold, which can be expressed as:

$$\alpha_{AC} \leq \chi\%$$

(5.25)
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5.4.2 The Control Strategy of Inverter ACs

With increasing power system’s frequency deviation, more inverter ACs should participate in FRS to provide more regulation capacity. The threshold value $\Delta f_{AC_i}^{W}$ is defined as the frequency deviation where the $i$-th inverter AC starts to provide FRS. Each inverter AC’s $\Delta f_{AC_i}^{W}$ is uniformly distributed in the range from $\Delta f_{\text{min}}^{W}$ to $\Delta f_{\text{max}}^{W}$, which produces the sequence of inverter ACs to provide FRS. It is obvious that no inverter AC provides FRS if the system frequency deviation is tiny and less than $\Delta f_{\text{min}}^{W}$, while all the inverter ACs will provide FRS if the system frequency deviation is larger than $\Delta f_{\text{max}}^{W}$.

As for an individual inverter AC, if the $\Delta f_{AC_i}^{W}$ is small, it will be in the front of the regulation sequence. In order to avoid a certain inverter AC always being at the forefront, each inverter AC’s $\Delta f_{AC_i}^{W}$ is reset and generated randomly in each round of dispatch (every 15 min).

As shown in Fig. 5.7, the hybrid control strategy for inverter ACs takes into account the dead band control and the hysteresis control. The $i$-th inverter AC selected by the abovementioned allocation method will start participating in FRS when the $\Delta f$ exceeds $\pm \Delta f_{AC_i}^{W}$, while the inverter AC will withdraw from FRS when the $\Delta f$ is returned to the range $\pm \Delta f_{\text{min}}^{W}$.

5.4.3 The Communication and Control Process of Inverter ACs

The communication of the system is shown in Fig. 5.8, where the signal sequence is labeled from one to five. First, before the next round of dispatch, the system operator sends the regulation capacity shares, i.e., $\alpha_G$ and $\alpha_{AC}$, to the generators and aggregated inverter ACs, respectively. Secondly, the aggregator will communicate with each inverter AC to determine whether it is available for the FRS. The threshold
Fig. 5.8 The communication of the system

value of $\Delta f^i_{AC}$ will also be stochastically set in the controller between $\Delta f_{W}^{min}$ and $\Delta f_{W}^{max}$ for each available AC. Thirdly, after the new round of dispatch starts, the controllers of the generators and inverter ACs will monitor the system frequency locally in real time. Fourthly, if there is a frequency deviation, the controllers will send signals to the generators and inverter ACs to provide FRS. Finally, the power system’s frequency will be regulated by the generators and inverter ACs.

As illustrated in Fig. 5.9, the control process of the inverter ACs can be divided into three steps.

The first step is the initialization of the system, where initial parameters of the network, the reheat steam generator, loads and inverter ACs are set. The share of the required regulation capacity is also allocated among generators and the aggregated inverter ACs.

The second step is the regulation capacity allocation among inverter ACs. The aggregator will communicate with each inverter AC to set the threshold value $\Delta f^i_{AC}$ for the available ACs. Besides, the aggregator will evaluate the maximum regulation capacity $\Delta P^{max}_{ACi}$ and keep communicating with more inverter ACs until the total regulation capacity reaches the required value.

The third step is the control of each inverter AC. The system frequency are detected locally. If the system frequency deviation exceeds the threshold $\Delta f^i_{AC}$ and the room temperature is within the maximum allowable deviation $\Delta T_{Ai}^{max}$, the inverter AC will adjust its operating power to provide FRS. Otherwise, the inverter AC will keep operating at the normal state. After the third step ends, the program will repeat steps (1)–(3) for the next round of dispatch.
5.4 Control of Aggregated Inverter ACs for Providing …

Fig. 5.9 The flow chart of the control process of inverter ACs
### Table 5.2  Constant parameters of the thermal model and electrical model

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Descriptions</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_A$</td>
<td>Heat capacity of the air</td>
<td>1.005</td>
<td>kJ/(kg Δ°C)</td>
</tr>
<tr>
<td>$\rho_A$</td>
<td>Density of the air</td>
<td>1.205</td>
<td>kg/m³</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Air exchange times</td>
<td>0.50</td>
<td>1/h</td>
</tr>
<tr>
<td>$U_{O-A}$</td>
<td>Heat transfer coefficient</td>
<td>3.60</td>
<td>W/m² °C</td>
</tr>
<tr>
<td>$Q_{dis}$</td>
<td>Heat power of disturbances</td>
<td>0.43</td>
<td>kW</td>
</tr>
<tr>
<td>$\kappa_P$</td>
<td>Constant coefficient of the inverter AC’s power</td>
<td>0.04</td>
<td>kW/Hz</td>
</tr>
<tr>
<td>$\kappa_Q$</td>
<td>Constant coefficient of the AC’s refrigerating capacity</td>
<td>0.12</td>
<td>kW/Hz</td>
</tr>
<tr>
<td>$\mu_P$</td>
<td>Constant coefficient of the AC’s refrigerating capacity</td>
<td>0.02</td>
<td>kW</td>
</tr>
<tr>
<td>$\mu_Q$</td>
<td>Constant coefficient of the AC’s refrigerating capacity</td>
<td>-0.05</td>
<td>kW</td>
</tr>
<tr>
<td>$\Delta f_W^{\text{min}}$</td>
<td>The minimum dead band of the frequency deviation</td>
<td>0.01</td>
<td>Hz</td>
</tr>
<tr>
<td>$\Delta f_W^{\text{max}}$</td>
<td>The maximum dead band of the frequency deviation</td>
<td>0.03</td>
<td>Hz</td>
</tr>
</tbody>
</table>

## 5.5 Case Studies

### 5.5.1 Test System

The test model adopts the power system in Fig. 5.3, which includes the reheat steam generator, conventional loads and inverter ACs. The parameters of the temperature and the thermal model are based on the test data and the national standards in Hangzhou, China, on August 1st, 2015 [5]. The ambient temperature is 33 °C at 12:00 AM. The number of inverter ACs and corresponding rooms is 30,000. The living areas of these rooms are assumed to follow the normal distribution, where the mean value is 100 m² and the standard deviation is 40 m². The height of all the rooms is 2.5 m. The set temperatures of inverter ACs are distributed randomly between 22 and 26 °C to simulate different requirements of room temperature for various customers. The maximum allowable deviation of the room temperature $T_A^{\text{max}}$ is 1°C. Moreover, the frequency range of each inverter AC is 1~150 Hz. Time constant and the rate limiter of the compressor are 0.02 s and 10 Hz/s, respectively. The proportional gain $\theta$ and the integral gain $\eta$ of the temperature controller are 0.52 Hz/°C and 0.032 Hz/(°C Δ s), respectively. The other controller, which connects the system frequency and the inverter AC’s frequency, are set by the proportional parameter 200 and the integral parameter 0.02(1/s), respectively. Moreover, other constant parameters of the thermal model and electrical model are shown in Table 5.2.
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The generation capacity of the reheat steam generator is 800 MW [9]. The generator inertia $H$ is 10. The load-damping factor $K_D$ is 1. The speed governor time constant $T_g$, reheat time constant $T_r$ and turbine time constant $T_t$ are 0.2 s, 7 s and 0.3 s, respectively. The power fraction of the high pressure turbine section $F_{HP}$ is 0.3. The speed droop parameter $R$ and the integral gain $K$ are 0.05 and 0.50, respectively [9].

It is assumed that the system operates in the normal state and maintains the rated frequency at 50 Hz. The initial load is around 560 MW and the required capacity for FRS is 80 MW. The maximum allowable share of FRS provided by inverter ACs is 50%, which is 40 MW. Three cases are simulated: all the required capacity of FRS (80 MW) is provided by the generator in Case 1, while 20 and 40 MW of the required capacity of FRS are provided by inverter ACs in Case 2 and Case 3, respectively.

The frequency deviation is assumed to occur at 12:00 AM, when 20 MW loads are abruptly added to the system in the under frequency scenario and cut down in the over frequency scenario, respectively.

5.5.2 Simulation Results

The simulation results of the power deviations are shown in Figs. 5.10 and 5.11, respectively.

With the increasing share of inverter ACs in the FRS, the regulation power provided by inverter ACs becomes larger, while the corresponding regulation power provided by the generator becomes smaller. It illustrates that part of the regulation power can be supplied from inverter ACs in place of the generator, and thus, it shows that inverter ACs can be equivalent to the generator to provide FRS.

However, the regulation power provided by inverter ACs cannot last for a long time as the generator. As shown in Fig. 5.10, the regulation power of inverter ACs has a decreasing trend after reaching the required maximum capacity, which indicates that the operating power of inverter ACs rises again and ACs return to the normal
operation state along with the recovery of the system frequency. Around 90 s later, inverter ACs’ regulation power will be close to zero. By contrast, the regulation power provided by the generator has an increasing trend and will finally compensate for the regulation capacity provided by inverter ACs.

The fluctuation processes of the frequency deviation are shown in Figs. 5.12 and 5.13, respectively.

In the under frequency scenario, the maximum frequency deviation decreases from 0.117 Hz in Case 1 to 0.067 Hz in Case 3, when half of the frequency regulation capacity is provided by inverter ACs. In order to explain this observation, some evaluation parameters are shown in Tables 5.3 and 5.4.

It can be seen from the Tables 5.3 and 5.4 that the total regulation powers ($|\Delta P_G^{\text{max}}| + |\Delta P_{AC}^{\text{max}}|$) in the three cases are almost the same. The activation time of inverter ACs ($AT_{AC}$) is shorter than that of the generator ($AT_G$), where the $AT_{AC}$ and $AT_G$ are 3.19 s and 7.95 s in Case 2, respectively. It shows that inverter ACs can provide FRS more rapidly than the generator. The generator regulates its power generation through a series of processes, such as the speed governor process and the reheat steam turbine process, leading to a larger inertia compared with inverter ACs.
Table 5.3 Simulation results in the under frequency scenario

<table>
<thead>
<tr>
<th>Cases</th>
<th>$\Delta P_{\text{G}}^{\text{max}}$ (MW)</th>
<th>$AT_{\text{G}}$ (s)</th>
<th>$\Delta P_{\text{AC}}^{\text{max}}$ (MW)</th>
<th>$AT_{\text{AC}}$ (s)</th>
<th>$\Delta f_{\text{max}}$ (Hz)</th>
<th>$RT$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>23.704</td>
<td>6.98</td>
<td>0</td>
<td>N/A</td>
<td>−0.117</td>
<td>24.87</td>
</tr>
<tr>
<td>Case 2</td>
<td>17.545</td>
<td>7.95</td>
<td>−5.956</td>
<td>3.19</td>
<td>−0.086</td>
<td>21.19</td>
</tr>
<tr>
<td>Case 3</td>
<td>13.116</td>
<td>8.32</td>
<td>−9.491</td>
<td>2.81</td>
<td>−0.067</td>
<td>16.90</td>
</tr>
</tbody>
</table>

Table 5.4 Simulation results in the over frequency scenario

<table>
<thead>
<tr>
<th>Cases</th>
<th>$\Delta P_{\text{G}}^{\text{max}}$ (MW)</th>
<th>$AT_{\text{G}}$ (s)</th>
<th>$\Delta P_{\text{AC}}^{\text{max}}$ (MW)</th>
<th>$AT_{\text{AC}}$ (s)</th>
<th>$\Delta f_{\text{max}}$ (Hz)</th>
<th>$RT$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>−23.703</td>
<td>6.97</td>
<td>0</td>
<td>N/A</td>
<td>0.116</td>
<td>24.80</td>
</tr>
<tr>
<td>Case 2</td>
<td>−15.045</td>
<td>7.68</td>
<td>9.006</td>
<td>2.80</td>
<td>0.071</td>
<td>19.35</td>
</tr>
<tr>
<td>Case 3</td>
<td>−11.955</td>
<td>8.75</td>
<td>12.745</td>
<td>2.27</td>
<td>0.050</td>
<td>12.94</td>
</tr>
</tbody>
</table>

Faced with the sudden power disturbance in power systems, the fast regulation speed is important and contributes to decreasing the frequency deviation.

The recovery time ($RT$) is defined as the time interval from the occurrence moment of the frequency deviation to the moment when the deviation is less than 0.06% of the rated frequency [33], which is mainly related to the regulation speed of the generator’s power generation and the regulation speed of inverter ACs’ power consumption. The $RT$ s in the three cases are shorter than 30 s, which can meet the requirements of the recovery time in the practical power systems [31, 32].

Figure 5.14 shows the fluctuations of the room temperature. As for the inverter ACs whose set temperatures are 26 °C, the maximum fluctuation of the corresponding room temperature is less than 0.25 °C, as shown in Fig. 5.14 (Case 1, Case 2 and Case 3). Around 30 min later, the room temperature returns to the original set point, i.e., 26 °C. In the case that a certain room’s temperature reaches the upper temperature limit during the process of providing FRS, the corresponding inverter AC will stop.
providing FRS and return to the normal operating state, as shown in Fig. 5.14 (Case 4). However, there would be few inverter ACs whose room temperatures reach the limit during the process of providing FRS, because the regulation period of FRS is short and thus, the operation of inverter ACs is only interrupted in a short time. Therefore, the service quality of the individual participants can be maintained.

More cases are simulated to verify the effectiveness of inverter ACs providing FRS. The initial parameters remain the same as the above three cases. The variable is the share of FRS provided by inverter ACs in the total required capacity (80 MW). Moreover, different deviations of loads (5, 10, 20, 30 and 40 MW) are considered, respectively.

The simulation results of the maximum frequency deviation are shown in Fig. 5.15. With the increasing of the sudden added loads, the frequency deviation becomes larger. Besides, inverter ACs can reduce the system frequency deviation by providing FRS. For example, the maximum frequency deviation decreases from 0.2365 to 0.1361 Hz under the same power deviation 40 MW.
5.5.3 Experimental Results

The experiment was developed on an inverter AC (GREE KFR-72LW/(72555) FNhAd-A3). The power supply voltage and rated frequency are 220 V and 50 Hz, respectively. The ambient temperature is 5 °C. The inverter AC operates in the heating mode and the set temperature is 26 °C.

As shown in Fig. 5.16, the threshold value $\Delta f_W^{AC_i}$ of the inverter AC to provide FRS is set on the controller before the next round of dispatch. When the new round of dispatch begins, the controller will keep monitoring the power system’s frequency. If the system’s frequency deviation $\Delta f$ is larger than the threshold value $\Delta f_W^{AC_i}$, the controller will send instructions to the inverter AC to adjust the operating frequency of the compressor. The operating frequency and power of the inverter AC can be monitored by the analyzer, whose sampling time interval is 0.5 s.

Figure 5.17 shows the relationship between the operating power and frequency of the inverter AC. It can be seen that the inverter AC’s power is well fit with the operating frequency by the linear least squares approximation, where the slope is 57 W/Hz. Therefore, the inverter AC’s operating power will rise/drop with the increase/decrease of its compressor’s frequency. This observation verifies that the operating power of the inverter AC can be changed by adjusting the operating frequency of the compressor.
The threshold value $\Delta f_{W}^{AC_i}$ of the inverter AC is set to 0.01 Hz. The system’s frequency deviation $\Delta f$ is 0.05 Hz. The controller will send instructions to the inverter AC to adjust operating frequency of the compressor. As shown in Fig. 5.18, the compressor’s operating frequency decreases from around 46 to 30 Hz, and the inverter AC’s operating power also drops from around 1800 to 750 W. As shown in this experiment, the activation time ($AT_{AC}$) of the inverter AC as defined in this chapter is 11 s, which can meet the requirements of the response time for FRS.

5.6 Conclusions

The chapter presents the aggregation of inverter ACs as a traditional generator to provide FRS for the system. A thermal model of a room and an electrical model of an inverter AC considering the participation of FRS are developed. Based on this model, the inverter AC is equivalent to a reheat steam generator, including equivalent transfer functions, control parameters and evaluation criteria. In this manner, inverter ACs can be compatible with the existing control system and controlled just as traditional generators to provide FRS. A stochastic allocation method of the regulation sequence among inverter ACs is proposed to reduce the effect of FRS on customers. A hybrid control strategy, comprising the dead band control and hysteresis control, is also designed to reduce the frequency fluctuations of power systems. The simulation and practical results verified that the aggregation of inverter ACs can be equivalent to a generator to participate in FRS, while ensuring the requirement of customers’ comfort. Besides, inverter ACs can be regulated more quickly, which makes up the generator’s shortcoming on the regulation speed. The system stability gets enhanced when a certain share of FRS is provided by inverter ACs.
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Chapter 6
Integration of Flexible Heating Demand into the Integrated Energy System

6.1 Introduction

The previous chapters have well analyzed the demand response of the ACs and proposed a framework for aggregating the demand response potential to provide the flexibility required by the power system. Such demand response potential is not restricted to the air-conditioners. The other energy conversion and energy storage devices can also be utilized to provide the demand response. Moreover, the demand response can be used not only in the power system but also in the integrated energy system which involves different kinds of energy forms, such as electricity, heat and so on.

This chapter expands the demand response to the heat and power integrated energy system (HE-IES). HE-IES, based on combined heat and power (CHP), is one of the most important forms of IES [1]. Countries around the world have made great efforts to develop CHP. In Denmark, CHP covers about 40% of the demand for space heating [2]. In northern China, CHP based district heating (DH) has been installed in more than 300 cities, serving 40% of China’s population [3]. However, the inharmony between the high-penetration wind power and the wide use of CHP has become a challenge for operating the energy systems [4]. On the one hand, the fluctuation of wind power makes electricity price vary significantly during the operating day. Thus, the profit of CHP units can be dramatically reduced in periods of low electricity price resulting from large wind power production [5]. On the other hand, the electricity generation of CHP units is constrained by their heat production, which must target on customers’ heat demand. This leads to high wind power curtailment when the electricity production of CHP units covers most of the electricity demand during the off-peak hours [3].

Facing the challenges of integrating wind power with CHP units, a lot of researches have been conducted on increasing the flexibility of CHP based energy system. These works are mostly focused on decoupling the heat production from electricity generation by coupling CHP units with thermal storage or electric heating systems (EHS), such as heat pumps and electric boilers [6, 7]. However, these measures are
more appropriate for relatively small CHP units used for district heating. For the
centralized and high-capacity CHP units, it would be difficult to install the thermal
stores of corresponding capacity. Moreover, the utilization of the heat storage capacity
of the district heating network for increasing the flexibility has been proposed in
[8]. Besides the measures from the production and network sides, the demand-side
resources hold untapped potential for increasing the operational flexibility of CHP
based IES. Given that the operation of CHP units is usually constrained by their heat
output, encouraging customers to adjust their energy demand, especially the heat
demand, in response to the supply conditions is crucial for increasing the flexibility
of the energy system. Moreover, it has become a realistic possibility since more and
more heating systems are transformed from constant flow systems to variable flow
systems [9].

Indeed, the integration of multiple energy systems imparts flexibility to customers’
ergy demand. In the integrated energy system, customers have multiple options to
fulfill their energy demand [10, 11]. For instance, their heating demand can be sup-
plied through the heat power from the heat networks or the electric heating devices.
Since alternate cost pricing is a common practice pricing mechanism used in DH
system and electric heat pumps have come to be a price competitive alternative [12],
it would be economically feasible for customers to switch to electric heating dur-
ing low-electricity-price periods. Such built-in flexibility enables customers to adjust
their energy demand in response to the supply conditions to reduce their energy bills.
In this way, the independent system operator (ISO) will also obtain more balancing
resources for maintaining the energy balance and improving the operation flexibility
of the energy system. For example, when the electricity is oversupplied due to the
increased electricity production from the wind power, the electricity price can be rel-
atively low and customers therefore may increase the use of electric heating. Then,
the aggregated demand for electricity increases while the demand for heat decreases.
CHP units therefore can decrease the amount of heat and electricity produced. In this
way, the rebalance is achieved without the curtailment of wind power and customers
also benefit financially.

The potential for flexible multiple energy systems to provide demand response
(DR) have been illustrated in [13–15]. These studies are more focused on identi-
fying and quantifying their electricity shifting potential to participate in real-time
DR programs. Moreover, the utilization of the demand response for releasing the
heat production constraints in the HE-IES has not been discussed yet. This chapter
investigates the utilization of customers’ flexible energy demand, including both
heat demand and electricity demand, to provide additional balancing resources for
maintaining the energy supply and demand balance and avoiding the wind power
curtailment. Customer aggregators are introduced to purchase energy from the cen-
tralized energy systems for supplying customer’s energy demand in the most cost-
effective way. Meanwhile, by controlling customers’ energy consumption behaviors,
aggregators can adjust their energy demand in response to supply conditions.
6.1 Introduction

It is assumed that both electricity energy system and heat energy system are managed by a single ISO and all the aggregators seek to minimize their energy costs. Incorporating the aggregators’ flexible energy demand into the central energy dispatch model therefore forms a two-level optimization problem (TLOP), where the ISO maximizes social welfare subject to aggregators’ strategies in which aggregators adjust their energy demand to minimize the energy purchase cost. Moreover, the low-level problems are linearized based on several reasonable assumptions. KKT conditions of the low-level problems are then transformed into energy demand as explicit and piecewise-linear functions of electricity prices corresponding to the demand bid curves. In this way, it requires each aggregator to submit only a demand bid to run the centralized energy dispatch. All other parameters pertaining to the energy consumption models are internalized in the bid curves. After that, the TLOP problem is transformed into an extended optimal power flow (OPF) problem, in which electricity energy and heat energy are jointly optimized.

Simulation results find that the customers’ flexible energy demand can serve as a tool to further bridge the heat and electricity energy systems from the consumption side which enables the co-optimization of the two kinds of energy systems. The illustrative results demonstrate that not only the volatility of electricity price and wind power curtailment can be reduced, but also the social welfare can be increased remarkably. This chapter includes research related to the modeling and integration of flexible demand in heat and electricity integrated energy system by [16].

6.2 Heat and Electricity Integrated Energy System

6.2.1 Description of the HE-IES

The proposed HE-IES is a combination of CHP based heating system and electric power system, which supplies heat and electricity for customers. The schematic graph of the HE-IES is shown in Fig. 6.1.

The system involves heat and electricity generating units, heat and electricity grids, and customers’ energy demand as shown in Fig. 6.1. Generally, the generating units in the HE-IES can be divided into electricity-only units, cogenerating units and heat-only units. The electricity-only units include conventional electricity generating units, such as thermal power generating units (TPP), and renewable energy power generating units (RES power, such as wind power). The cogeneration units are CHP units, and the heat-only units usually refer to boilers. Moreover, the heat and electricity production of a CHP unit are coupled, which must stay within the feasible operating area [6].

The heat produced by the CHP units is delivered to the customers through the DH networks, to which the CHP units and customers’ buildings are connected. After generation, the heat is distributed to the customers via the DH network of pipes. At customer level the heat network is usually connected to the central heating system of
the dwellings via substations [17]. In a DH system intended to supply a customers’ energy requirement, two parameters can be controlled: supply temperature and flow rate [18]. Moreover, more and more DH networks are transformed to variable flow systems, which allows the heat output to change when some of the customers’ heating demand changes. It is suggested that modern DH schemes give customers just as much control as individual gas boilers and could be very efficient [17].

6.2.2 Modelling the Customer Aggregators’ Energy Demand

Customer aggregators as an independent entity is in charge of purchasing energy from the energy market and supplying the downstream demands. The aggregator can be modelled as a heat and electricity integrated energy consumption node, as shown in Fig. 6.2.

(1) Energy Demand of the Aggregator

Energy demand of the aggregator is defined as the demand for the imported electricity and heat from the energy grids. The electricity demand of the aggregator is equal to the sum of the electricity demand of all the customers, which is expressed as:

$$L_{e,i} = \sum_{j \in \Xi_i} L_{e,j}$$  \hspace{1cm} (6.1)

where $\Xi_i$ identifies the set of customers served by the aggregator $i$.

The heat demand of the aggregator can be calculated as:

$$L_{h,i} = m_i C_w (T_s - T_r)$$  \hspace{1cm} (6.2)
(2) Heating Network

A heat source supplies heat by means of hot water or steam, and then the heat power is delivered to the customers through the heating network. A heating network consists of supply pipes and return pipes. Heating systems can be controlled with constant flow and constant temperature, constant flow and variable temperature, variable flow and constant temperature, or variable flow and variable temperature [17]. Moreover, more district heating systems are transformed from constant flow systems to variable flow system [19]. In this chapter, it is assumed that the heating systems are operated with variable flow and constant temperature, i.e. $T_s$ is maintained constant and $m_i$ may vary within the selected range.

The temperature drops exponentially during water flow in pipes [20], hence:

$$T_{in} = (T_s - T_a)e^{-h_{ls}/c_w \cdot m_i} + T_a$$
$$T_{out} = (T_r - T_a)e^{h_{lr}/c_w \cdot m_i} + T_a$$

(6.3)

where $l_s$ and $l_r$ are the length of the supply pipe and return pipe, respectively. Usually, it can be assumed that $l_s = l_r = l$.

Moreover, as we can see from Fig. 6.2, the heat loss in the network can be expressed as:

$$P_{h,loss} = C_w m_i (T_s - T_r) - C_w m_i (T_{in} - T_{out})$$

(6.4)
As shown in (6.3) and (6.4), the heat loss is related to the gross water flow (which is dependent on the heating demand), ambient temperature, the length of the heat pipe, and so on.

The gross water flow of the heating system equals to the sum of the flow of the pumps at customer sites, which is expressed as:

\[ m_i = \sum_{j \in \Xi} m_j \quad (6.5) \]

Moreover, it is defined that: \( m_j = R_j m_j^{set} \), where \( m_j^{set} \) is the rated water flow, and \( R_j \) is the relative water flow ratio.

(3) **Electricity Power Balance**

The electricity demand of the customer \( j \) can be divided to heating-demand \( L_{es,j} \) and non-heating demand \( L_{e0,j} \). The non-heating demand includes the lighting, pumps, fans and other electric appliances. The electricity demand \( L_{e,j} \) is the sum of the heating-demand and non-heating demand, which is expressed as:

\[ L_{e,j} = L_{es,j} + L_{e0,j} \quad (6.6) \]

(4) **Heat Power Balance**

There is a direct relationship between heating load and the temperature difference between the inside and outside of the customers’ building. The more the temperature difference is, the more the heating demand is. Generally, indoor temperature of customer \( j \) is centrally controlled and is assumed to be the same as that of other customers. The heating load of customer \( j \) is estimated as:

\[ L_{h0,j} = H_j V_j (T_n - T_a) \quad (6.7) \]

The heat supplied to customer \( j \) comes from heating radiators and electric heating devices. The total value of heat injected into the customer’s building \( H_{in,j} \) can be calculated as the following:

\[ H_{in,j} = H_{es,j} + H_{net,j} = \eta_j L_{es,j} + m_j C_w (T_{in} - T_{out}) \quad (6.8) \]

where \( H_{es,j} \) and \( H_{net,j} \) are the heat release rate of the electric heating device and the radiator installed for customer \( j \), respectively. \( L_{es,j} \) is the electric power input of the electric heating and \( \eta_j \) represents its efficiency.

Therefore, the response of the indoor temperature of customer \( j \) can be expressed as:

\[ \rho_j C_w V_j \frac{dT_n}{dt} = \eta_j L_{es,j} + m_j C_w (T_{in} - T_{out}) - L_{h0,j} \quad (6.9) \]
6.3 TLOP-Formulation of the Dispatch Model

In this chapter, it is assumed that both the electricity system and heat system are managed by a single ISO. The ISO runs a centralized energy dispatch model for the dispatch of heat energy and electricity energy. As aforementioned, the integration of heat energy and electricity energy imparts flexibility to customer’s energy demand. The flexibility can be further managed and aggregated by the aggregators. Moreover, the energy market can provide economic incentives to offer flexibility through real-time price mechanism. Aggregators in charge of controlling customer’s energy consumption pattern could take advantage of these incentives for minimizing the energy purchase cost. The aggregators’ response, in return, provides additional flexibility to power system operators, which is necessary to the transition towards more renewable generation.

However, it should be noted that the aggregators’ adjusting their energy demand introduces additional uncertainty to the energy system operation. Usually, it can be assumed that all aggregators are rational market participants who try to minimize the energy purchase cost. As a result, the centralized dispatch model forms a two-level optimization problem where the ISO maximizes the social welfare based on all bids in the market subject to a sub solution where the aggregators minimize the energy purchase cost based on the energy prices. To be specific, aggregators are supposed to send information on their energy consumption models to the ISO in the proposed approach. The ISO runs the centralized energy dispatch model with the consideration of the aggregators’ optimal strategy. In this way, the clearing results guarantee not only the optimal solution for the total energy system, but also the minimum costs for all aggregators. Hence, the convergence to an equilibrium among all aggregators can be guaranteed.

The formulation of the two-level optimization is shown in (6.10)–(6.28).

Maximize

\[ F = \sum_{t=1}^{NT} \sum_{i=1}^{Na} B_i(L_{e,i}^t, L_{h,i}^t) \]

\[ - \sum_{gi=1}^{Ng_i} C_{gi}^t(G_{e,gi}^t) - \sum_{gj=1}^{Ng_j} C_{gj}^t(G_{e,gj}^t, G_{h,gj}^t) \] (6.10)

Subject to:

\[ \sum_{g_i \in \Psi_n} G_{e,gi}^t + \sum_{g_j \in \Psi_n} G_{e,gj}^t - \sum_{i \in \Psi_n} L_{e,i}^t \]

\[ = \sum_{p \in \Theta_n} V_n V_p [G_{np} \cos(\delta_n^t - \delta_p^t) + B_{np} \sin(\delta_n^t - \delta_p^t)] \] (6.11)

\[ \sum_{n \in \Pi_d} \sum_{g_j \in \Psi_n} G_{h,gj}^t = \sum_{n \in \Pi_d} \sum_{i \in \Psi_n} L_{h,i}^t \ \forall t \] (6.12)

\[ G_{e,gi}^t \leq G_{e,gi}^t \leq \overline{G_{e,gi}} \ \forall t, \ \forall gi \] (6.13)

\[ G_{e,gj}^t \leq G_{e,gj}^t \leq \overline{G_{e,gj}} \ \forall t, \ \forall gj \] (6.14)
\[ G^t_{h,gj} \leq \overline{G}^t_{h,gj} \leq \underline{G}^t_{h,gj} \ \forall t, \ \forall gj \] (6.15)

\[ G^t_{h,gj} = \gamma_{he,gj} G^t_{e,gj} \] (6.16)

\[ -T_{np}^{\max} \leq T_{np} \leq T_{np}^{\max}, \ \forall p \in \Theta_n \] (6.17)

\[ -\pi \leq \delta_t \leq \pi \ \forall t, \ \forall n \] (6.18)

\[ (L^t_{e,i}, L^t_{h,i}) \in \arg \min_{L^t_{e,i}, L^t_{h,i}} p^t_e L^t_{e,i} + p^t_h L^t_{h,i} \] (6.19)

subject to:

\[ L^t_{e,i} = \sum_{j \in \Xi_i} L^t_{e,j} \] (6.20)

\[ m^t_i = \sum_{j \in \Xi_i} m^t_j \] (6.21)

\[ m^t_j = R^t_j m^\text{set}_j, \ \forall t, \ \forall j \] (6.22)

\[ \eta_j L^t_{es,j} + m^t_j C_w(T^t_{in} - T^t_{out}) - L^t_{h0,j} = 0 \ \forall t, \ \forall j \] (6.23)

\[ T^t_{in} = (T_s - T^t_d) e^{h_l} / c_w m^t_i + T^t_d \] (6.24)

\[ T^t_{out} = (T_r - T^t_a) e^{h_l} / c_w m^t_i + T^t_a \] (6.25)

\[ L^t_{e,j} = L^t_{es,j} + L^t_{e0,j} \ \forall j \in \Xi_i \] (6.26)

\[ R \leq R^t_j \leq R \ \forall t, \forall j \] (6.27)

\[ p^t_e = \lambda^t_n \] (6.28)

The high-level problem (6.10)–(6.18) represents the centralized energy dispatch with the target of maximizing the social welfare. Equations (6.11) and (6.12) represent the power balance and heat balance, respectively. Since this chapter is focused on the steady state, the heating network in a heating district is equivalent to a single node, where only the heat balance is considered, as shown in (6.12) [21]. Equations (6.13)–(6.15) are power output bounds for the generating units. Constraints (6.17) enforces the transmission capacity limits of each line. Constraints (6.18) stands for angle bounds for each node. \( n \in \Pi_d \) identifies the node belongs to heating district \( d.gi \in \Psi_n \) identifies the thermal power generating unit located at bus \( n \). \( p \in \Theta_n \) identifies the bus \( p \) connected to bus \( n \). \( \gamma_{he,gj} \) is the heat-to-electricity ratio of the \( gj \)-th CHP unit. It should be noted that the heat demand and electricity demand \((L^t_{e,i}, L^t_{h,i})\) are endogenously generated within the lower-level problem.
The low-level problem (6.19)–(6.28) represents strategy of aggregator \(i\) for minimizing the energy purchase cost. Equation (6.23) enforces a constant indoor temperature of customers’ building to ensure comfort. \(\lambda^t_n\) is the dual variable on the equilibrium constraint, obtained from the high-level problem.

The most common approach to solving the TLOP is to replace the sub-problems by their KKT conditions [22]. In this way, the TLOP can be written as a standard optimization problem. However, it requires the detailed parameters pertaining to aggregators’ energy consumption model when ISO runs the centralized energy dispatch program, as can be seen from its formulation. Considering that the aggregators can be in large number and widely distributed, it would be impractical for aggregators to send detailed energy consumption models to the ISO. Moreover, considering all the parameters is bound to increase the computation burden, it is necessary to modify the TLOP by simplifying the KKT conditions of the low-level problems.

### 6.4 Simplifying the Sub-problems’ KKT Conditions

As discussed above, a TLOP is presented in which aggregators try to minimize their energy purchase cost under the constraint that their dispatch and price are determined by the centralized energy dispatch. Usually, the TLOP can be solved by representing the sub-problems with the KKT conditions. This chapter tries to linearize the sub-problems by linearizing the nonlinear constraints. After that, the KKT conditions of the sub-problems can be represented by a set of linear constraints, which are modelled as the energy demands as explicit linear functions of electricity price corresponding to the demand bid curves. In this way, the TLOP is transformed to a standard optimization problem, which requires aggregators to only submit a demand bid to run the centralized energy dispatch program.

In this section, reasonable assumptions are made for the simplification of the low-level problems. More specifically, the inequality constrains are linearized, making it possible to find the linear relationships between the energy demand \(L^t_{e,i}\), \(L^t_{h,i}\) and electricity price in the KKT conditions.

As aforementioned, the temperature distribution along the heating pipes can be expressed as (6.3).

In practice, \(\mu = h l_r / c_w m^i_t\) is very small. Using the equivalent infinitesimal \(\lim_{\mu \to 0} e^\mu = 1 + \mu\), (6.3) can be approximately written as [20]:

\[
T^t_{in} = (T_s - T^t_a)(1 - h l / c_w m^i_t) + T^t_a
\]
\[
T^t_{out} = (T_r - T^t_a)(1 + h l / c_w m^i_t) + T^t_a
\]

Moreover, it is reasonable to assume that the rated water flow is determined by and proportional to the customers’ heating load, that is:

\[
m^{set}_j / \sum_{j \in \Xi_i} m^{set}_j = L^t_{h0,j} / \sum_{j \in \Xi_i} L^t_{h0,j} = K_j
\]

(6.30)
Following this assumption, the heat power balance constraint (24) can be expressed as

$$\eta_j L^t_{es,j} + C_w \left[ (T_s - T_r)m^t_j - \frac{m^t_i}{m^t_i} (T_s + T_r - 2T_d^t) \frac{h_l}{C_w} \right] = L^t_{h0,j} \quad (6.31)$$

Moreover, $m^t_i$ is approximated as:

$$m^t_i = \sum_{j \in \Xi_i} m^t_j = \sum_{j \in \Xi_i} R^t_j m^t_j \approx R_{av} \sum_{j \in \Xi_i} m^{set}_j \quad (6.32)$$

where $R_{av} = \left( R + \bar{R} \right) / 2$.

Hence, (6.23)–(6.25) are replaced by:

$$\eta_j L^t_{es,j} + C_w \left[ (T_s - T_r)m^{set}_j - \frac{K_j}{R_{av}} (T_s + T_r - 2T_d^t) \frac{h_l}{C_w} \right] R^t_j = L^t_{h0,j} \quad (6.33)$$

Since the nonlinear constraints in the low-level problem is linearized, the low-level problem is transformed to a linear optimization problem. The KKT conditions of the low-level problems therefore can be transformed to heat demand and electricity demand as explicit piecewise-linear functions of electricity price.

To facilitate the understanding of the simplified optimal conditions, a case is illustrated where $j = \{1, 2, 3\}$. The optimal strategy of the aggregator can be described as:

$$\text{minimize} \quad p^t_e L^t_{e,i} + p^t_h L^t_{h,i}$$

s.t. $L^t_{e,i} = \sum_{j=1,2,3} (L^t_{es,j} + L^t_{e0,j})$

$$L^t_{h,i} = \sum_{j=1,2,3} R^t_j m^{set}_j C_w (T_s - T_r)$$

$$\eta_j L^t_{es,j} + \zeta^t_j R^t_j - L^t_{h0,j} = 0 \quad \forall t, \forall j = 1, 2, 3$$

$$R \leq R^t_j \leq \bar{R} \quad \forall t, \forall j = 1, 2, 3$$

(6.34)

where $\zeta^t_j = (T_s - T_r) C_w m^{set}_j - \frac{K_j}{R_{av}} (T_s + T_r - 2T_d^t) h_l$.

The Lagrange function of the optimization problem is expressed as:

$$L = p^t_e L^t_{e,i} + p^t_h L^t_{h,i} + \lambda_e (L^t_{e,i} - \sum_{j=1,2,3} (L^t_{es,j} + L^t_{e0,j}))$$

$$+ \lambda_h (L^t_{h,i} - \sum_{j \in \Xi_i} R^t_j m^{set}_j C_w (T_s - T_r))$$

$$+ \sum_{j=1,2,3} (\lambda_{eh,j} (\eta_j P^t_{es,j} + \zeta^t_j R^t_j - L^t_{h0,j}))$$

$$+ \sum_{j=1,2,3} (\mu_{R,j} (R^t_j - \bar{R}^t_j)) + \sum_{j=1,2,3} (\mu_{R,j} (R^t_j - \bar{R}^t_j)) \quad (6.35)$$

The KKT conditions then can be expressed as [23]:
\[
\frac{\partial L}{\partial L_{e,i}} = p_e^i + \lambda_e = 0 \\
\frac{\partial L}{\partial L_{h,i}} = p_h + \lambda_h = 0
\]

for \( j = 1, 2, 3 \):

\[
\begin{cases}
\frac{\partial L}{\partial L_{es,j}} = -\lambda_e + \lambda_{eh,j} \eta_j = 0 \\
\frac{\partial L}{\partial R_j^i} = -m_j^{set} C_w(T_s - T_r) \lambda_h + \zeta_j^i \lambda_{eh,j} - \mu_{R,j} + \bar{\mu}_{R,j} = 0
\end{cases}
\]

(6.36)

Define \( \gamma_{eh,j} = \eta_j(T_s - T_r) C_w m_j^{set} / \zeta_j^i \), and assume \( \gamma_{eh,1} > \gamma_{eh,2} > \gamma_{eh,3} \). The optimal electricity demand and heat demand of the aggregator derived from the KKT conditions are expressed in (6.37) and (6.38), respectively.

\[
L_{e,i}^j = \begin{cases}
L_{e0,i}^j + L_{es,1}^j + L_{es,2}^j + L_{es,3}^j & : p_e^i > \gamma_{eh,1} p_h \\
L_{e0,i}^j + L_{es,1}^j (R_1^j) + L_{es,2}^j + L_{es,3}^j & : R < R_1^j < \bar{R}, \ p_e^i = \gamma_{eh,1} p_h \\
L_{e0,i}^j + L_{es,1}^j + L_{es,2}^j (R_2^j) + L_{es,3}^j & : \gamma_{eh,2} p_h > p_e^i > \gamma_{eh,3} p_h \\
L_{e0,i}^j + L_{es,1}^j + L_{es,2}^j + L_{es,3}^j (R_3^j) & : R < R_3^j < \bar{R}, \ p_e^i = \gamma_{eh,3} p_h
\end{cases}
\]

(6.37)

where \( L_{e0,i}^j = L_{e0,1}^j + L_{e0,2}^j + L_{e0,3}^j, \ L_{es,j}^j (R_j^i) = (L_{h0,j}^i - \zeta_j^i R_j^i) / \eta_j, \ L_{es,j}^j = (L_{h,j}^i - \zeta_j^i \bar{R}) / \eta_j \).

\[
L_{h,i}^j = \begin{cases}
\zeta_j^i R + \zeta_j^i \bar{R} + \zeta_j^1 \bar{R} & : p_e^i > \gamma_{eh,1} p_h \\
\zeta_j^1 R_1^i + \zeta_j^1 \bar{R} + \zeta_j^i \bar{R} & : R < R_1^i < \bar{R}, \ p_e^i = \gamma_{eh,1} p_h \\
\zeta_j^i R + \zeta_j^1 R_2^i + \zeta_j^i \bar{R} & : \gamma_{eh,1} p_h > p_e^i > \gamma_{eh,2} p_h \\
\zeta_j^i R + \zeta_j^1 R_2^i + \zeta_j^1 \bar{R} & : R < R_2^i < \bar{R}, \ p_e^i = \gamma_{eh,2} p_h \\
\zeta_j^i R + \zeta_j^1 R_3^i + \zeta_j^i \bar{R} & : R < R_3^i < \bar{R}, \ p_e^i = \gamma_{eh,3} p_h \\
\zeta_j^i R + \zeta_j^1 R + \zeta_j^1 \bar{R} & : p_e^i < \gamma_{eh,3} p_h
\end{cases}
\]

(6.38)

The electricity demand described in graphical mode is shown in Fig. 6.3 where the abscissa stands for the electricity demand \( L_{e,i}^j \) and the ordinate stands for electricity price \( p_e^i \).

As shown in Fig. 6.3, the electricity demand is expressed in a decreasing piecewise-linear function of the electricity price corresponding to a demand bid curve [24].

Heat demand can be expressed in a manner analogous to the electricity demand as shown in Fig. 6.4. A heat demand function is described in Fig. 6.4, which is mathematically similar to the electricity demand, except the demand function increases as the electricity price increases.
In this way, KKT conditions are represented as the electricity demand and heat demand as functions of real-time electricity price. As the electricity demand and heat demand functions guarantee the optimal solution for the aggregator, the aggregator therefore can choose them as the demand bids for minimizing the energy purchase cost. Moreover, it is no longer necessary for ISO to obtain the detailed energy consumption models of aggregators, since all the parameters pertaining to energy demand and operational constraints at the customers’ side are internalized in the demand bids.

The TLOP is simplified to an extended OPF problem consequently, which clears both heat and electricity and involves demand bids. The optimization problem is a joint heat and electricity energy dispatch model, involving many equality and inequality constraints. Among all the algorithms proposed for the solution of such an optimization problem, interior-point methods (IPMs) have shown good properties in terms of fast convergence and numeric robustness. In this chapter, the optimization
model is solved using a primal-dual interior point solver called MIPS, for Matlab Interior Point Solver, which is derived from the algorithms described in [25].

6.5 Application and Test Results

6.5.1 Test System and Scenarios

A test system is introduced to illustrate the technique proposed in this chapter, in which the energy exchange happens at sub-transmission networks with voltage level in a range between 30 kV and 60 kV level. The system is developed from the 30-bus system [26] with six thermal power generating units (G1–G6), three wind farms (W1–W3) and three CHP units (C1–C3). The topology diagram of the electric part is shown in Fig. 6.5a.

Customers’ maximum electricity demand can be found in and it is assumed that the heat demand has the same maximum value. The capacity of each CHP unit is set as 100 MW. At each node, the customers are connected to the DH network using heating substations. Moreover, the customers are aggregated and there is one aggregator for every 500 kW customers. For instance, the total heat demand at bus 26 is 3.5 MW, hence, there are 7 aggregators at this bus. The topology diagram of the district heating system at bus 26 is shown in Fig. 6.5b.

The profiles of the hourly electricity demand (corresponding to $L_{e0,i}^t = \sum L_{e0,j}^t$), wind power potential, and heat demand (corresponding to $\sum L_{h0,j}^t$) are shown in Fig. 6.6. The electricity demand and heat demand profiles are derived from [27].

The parameters for building the demand bids of aggregators and calculating the heat losses are shown in Table 6.1.

Moreover, all the CHP units have a fixed heat-to-electricity ratio of 1.175. The economic parameters of the generating units are shown in Table 6.2, where $a/b/c$ are the coefficients of the quadratic cost functions, i.e. $C_{gj}^t = a_e (G_{e,Rj}^t)^2 + b_e (G_{e,Rj}^t) + c_e + a_h (G_{h,gj}^t)^2 + b_h (G_{h,gj}^t) + c_h$, $C_{gl}^t = a_e (G_{e,gl}^t)^2 + b_e (G_{e,gl}^t) + c_e$. 

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_w$</td>
<td>4200</td>
<td>$T_n$</td>
<td>−9</td>
</tr>
<tr>
<td>$h$</td>
<td>0.25</td>
<td>$R$</td>
<td>1</td>
</tr>
<tr>
<td>$l$</td>
<td>300</td>
<td>$R$</td>
<td>0.6</td>
</tr>
<tr>
<td>$T_s$</td>
<td>85</td>
<td>$K1/K2/K3$</td>
<td>0.2/0.3/0.5</td>
</tr>
<tr>
<td>$T_r$</td>
<td>60</td>
<td>$\eta_1/\eta_2/\eta_3$</td>
<td>0.8/0.85/0.9</td>
</tr>
</tbody>
</table>
Fig. 6.5 a Topology diagram of the electric power system. b Topology diagram of the district heating system
To illustrate the effectiveness of the proposed technique, two scenarios (S1 and S2) are modeled: in S1, the flexibility in customers’ energy demand is not considered. Compared with S1, aggregators are in charge of controlling customers’ energy consumption behaviors and change their energy demand in response to the supply conditions in S2. In this scenario, aggregators submit the demand bids to the ISO to participate in the centralized energy dispatch program. In other word, the aggregators’ electricity demand and heat demand in this case are elastic and price dependent.

The proposed model is applied over a 24 h horizon to the test system. Moreover, it is tested on a PC with Intel 2.4 GHz 2-core processor (4 MB L3 cache), 8 GB memory. The time consumed for simulation is about 0.63 s-0.74 s. The simulation results from the two scenarios are analyzed in terms of electricity price volatility, wind power accommodation and social welfare.
6.5.2 Simulation Results

(a) Electricity Price Volatility

The electricity prices from the two scenarios over the 24-hour horizon are depicted in Fig. 6.7a, b, respectively. Moreover, different DR participation levels are considered, which include 10% DR (10% of the customers are involved in the DR programs), 20% DR and 30% DR cases. The impact of the different-level DR on the electricity price is shown in Fig. 6.7b. As we can see in Fig. 6.7a, the electricity prices in S1 fluctuate widely, especially in weekdays when the electricity demand waves more sharply.

Compared with the electricity price shown in Fig. 6.7a, we can see that the DR programs contribute to reducing the volatility electricity price. With the consideration of 10% DR, the electricity price fluctuation range is narrowed down to 54–98$/MWh in weekdays and 63–98$/MWh in weekends. When the DR participation level increases to 30%, the electricity price fluctuation range is further narrowed down to 54–70$/MWh in weekdays and 63–69$/MWh in weekends, which indicates that a lower volatility of the electricity price can be achieved in S2. Moreover, it can be seen that the time of peak electricity price can be reduced by the DR, and the effect can be more obvious with higher DR participation level. This is mainly due to the response of aggregators’ energy demand with the electricity price. Such response of the aggregator is shown in Fig. 6.8. When the electricity is oversupplied due to the increased electricity production from the wind power, the electricity price can be relatively low and aggregator therefore may increase the electric heating ($L_{\text{es},i}^t$). Then, the aggregated demand for electricity increases while the aggregated demand for heat decreases. Therefore, CHP units can decrease the amount of heat and electricity produced. The increased electricity demand along with the decreased electricity production from CHP units raises the electricity price. During the peak-hours, on the contrary, the decreased electricity demand together with the increased production of CHP units reduces the electricity price.

(b) Wind Power Accommodation

For covering both the lower wind power output scenario and higher wind power output scenario, two cases are considered. The capacity of the wind farms is set as 47 MW to model the 5% wind power penetration level in case 1, and the capacity of the farms are set as 100 MW to model the 10% wind power penetration level in case 2.

The simulation results in terms of wind power accommodation are shown in Fig. 6.9. One observation from the results is that the wind power curtailment only occurs during off-peak hours in weekdays in 5% wind power case. To meet the customers’ pre-determined and constant heat demand, CHP units have to remain on and generate a certain amount of electricity, which occupies part of the proportion of wind power generation. Since the wind power output in 5% wind power case is relatively low, there is no need of curtailment in most of the time. The other observation is that a severe curtailment happens when the wind power penetration level increases to 10% in S1. Moreover, in S2, the wind power curtailment can be
Fig. 6.7  a Electricity prices in S1. b Electricity prices in S2
mitigated remarkably. During the off-peak hours, the relatively low electricity price makes customers shift the heat demand to electric heating, leading to the decrease in the electricity production from CHP units and increase in electricity demand. Thereby, the wind power output can be fully utilized.

(c) Social Welfare

The social welfare results in S1 and S2 are compared and shown in Table 6.3.

From Table 6.3, we can see that the social welfare in S2 is much higher than that in S1. With the consideration of 10% DR, the social welfare in S2 increases by 405$/h and 192$/h in weekdays and weekends, respectively. In other word, the social welfare in weekdays increases by 7.8% and the social welfare in weekends increases by 3.2% if 10% of the customers participate in the DR programs. If 30% of the customers are involved in the DR program, the social welfare in weekdays further increases by 16.6% while the social welfare in weekends further increases by 6.7%. Moreover, given that the electricity demand fluctuates more drastically in weekdays than in weekends, we can draw the conclusion that the customers’ flexible resources could be more valuable when there is a high volatility of electricity demand. The total

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Weekdays</th>
<th>Weekends</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>5207</td>
<td>6031</td>
</tr>
<tr>
<td>S2</td>
<td>10% DR</td>
<td>5612</td>
</tr>
<tr>
<td></td>
<td>20% DR</td>
<td>5853</td>
</tr>
<tr>
<td></td>
<td>30% DR</td>
<td>6069</td>
</tr>
</tbody>
</table>

Fig. 6.8 Aggregators’ response with the electricity price
Fig. 6.9  a Wind power output in S1 and S2: 5% wind power. b Wind power output in S1 and S2: 10% wind power
social welfare increase is calculated as 753,627 $ per year with the consideration of 10% DR, assuming that only winter is considered. When the DR level increases to 20% and 30%, the total social welfare increases will further increase to 1,213,885$ and 1,601,202$, respectively. The increase of the social welfare gives reasons to encourage the DR programs and offsets the investment cost of such DR programs.

6.6 Conclusions

The inharmony between the variable wind power and the wide use of combined heat and power (CHP) has become a significant barrier to the efficient utilization of the wind power. A lot of researches have been conducted on increasing the flexibility of CHP based energy system, from the production and the network sides. This chapter investigates the utilization of the customers’ flexible energy demand to provide additional balancing resources and release the inharmony between the variable wind power and the wide use of CHP. We find that the integration of heat and electricity systems provides multiple options to customers for fulfilling their energy demand. The built-in flexibility in customers’ energy demand provides desirable flexible resources for maintaining the balance between energy supply and demand and achieving the efficient utilization of the wind power.
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Chapter 7
A Three-Level Framework for Utilizing the Demand Response to Improve the Operation of the Integrated Energy Systems

7.1 Introduction

Chapter 6 has analyzed the demand response potential of customers (usually refer to buildings) in the distribution-level heat and electricity integrated energy system. This chapter proposes a framework for utilizing the demand response to improve the operation of the integrated energy system (IES) which has gained rapid development recently [1]. The framework involves three levels of the integrated energy system: aggregation of the smart buildings, distribution system, and transmission system or sub-transmission system. In the framework, the buildings’ demand response potential can be fully utilized and the operational flexibility of the transmission-level integrated energy system can be significantly improved.

As discussed, the development of CHP based HE-IES contributes to the energy saving and emissions reduction [2, 3]. However, the coupling between different energy vectors may limit the operational flexibility of the system, which becomes a barrier to the integration of variable wind power [4]. As we know, the output of wind power is variable and uncertain. Hence, the other generation must be flexible and able to provide the balancing power to absorb the variable wind power. However, since the electricity generation of CHP units is constrained by their heat production which must target customers’ heat demand, it is difficult for the CHP units to adjust their electricity output frequently to provide the required balancing power. Therefore, the efficient utilization of the wind power is difficult to be achieved in such CHP-based HE-IES system [3]. In Northern and Northeastern provinces of China, for example, the wind power curtailment rate has exceeded 20% [5]. Therefore, additional flexibility is required to provide the balancing power for integrating the variable wind power.

Recently, demand response (DR) has become one of the most preferred options for providing the balancing power. Among all the different flexible demand-side resources, smart buildings are expected to play a significant role in such DR programs [6]. With the development of the DR-enabled technologies, smart buildings are able to modify their energy consumption behaviors so as to provide the balancing power in
response to supply conditions [7]. Many studies have been conducted on the energy management methods and DR strategies to leverage the demand flexibility of the buildings [8–10]. In [8], it was illustrated that the commercial buildings’ heating ventilation and air conditioning (HVAC) systems can be a valuable resource for the frequency regulation. In [9], the authors proposed a reward based DR strategy for residential consumers to provide the electric balancing power so as to shave network peaks. In [10], the authors considered a smart building operator that is capable of modulating the building’s energy consumption via price signals to provide the balancing power that an independent system operator (ISO) requires. To facilitate the integration and utilization of such demand-side resources, a demand response market (DRX) concept has been proposed [11–13], where the demand-side resources are stimulated to provide the balancing power by the incentive related to energy prices. Moreover, an iteration-based method have been proposed to clear the DRX market [12, 13]. In the iteration-based method, DR providers adjust the amount of the balancing power they want to provide in response to the prices which are adjusted in turn by the market operator. This process is repeated iteratively until the market equilibrium (overall optimization) is obtained.

As introduced above, there are some researches regarding the DR of smart buildings. However, very few studies have been conducted on the DR applied to a heat and electricity integrated energy system (HE-IES). The DR applied to buildings in the HE-IES is quite different from the traditional DR in the electric power system. Hence, the above energy management methods and market framework might not be proper for the DR in the HE-IES. Firstly, those DR management methods mainly focus on encouraging buildings to adjust their electricity demand so as to provide the electric balancing power. However, heat balancing power is also necessary to fully integrate the variable wind power in the HE-IES. Given that the operation of CHP units is constrained by their heat output corresponding to customers’ heat demand, encouraging buildings to adjust their heat demand in response to the supply conditions is more crucial for relaxing the production constraints of CHP units and to increase the system flexibility. Secondly, the DR control strategies applied in the existing studies are limited to load shifting taking advantage of the thermal inertia of the buildings [8–10]. However, energy substitution referring to switching the sources of the consumed energies is also a practicable DR control strategy in the HE-IES context, considering the energy conversion between different heat power and electric power. Thirdly, to fully utilize the buildings’ demand flexibility in the HE-IES, the existing DRX market should also be modified. The traditional DRX market is typically incorporated into the day-ahead energy market clearing [11, 13]. However, during the day-ahead energy market, it is difficult to exactly determine how much balancing power will be required during the next-day operational hour, considering that the wind power output is difficult to predict. Moreover, the very short-term power fluctuation from wind energy cannot be balanced using DR, which may lead to price spikes and higher energy generation cost. Therefore, a real-time DRX is necessary. Additionally, although the convergence of the iteration-based method can be guaranteed, it may require many iterations in the calculation when there are many market participants. Hence, a market clearing technique more efficient than the conventional
iteration-based clearing method should be developed to meet the higher requirement for the fast clearing in the real-time market.

Based on the above analysis, this chapter expands the buildings’ DR to the HE-IES. The utilization of smart buildings to provide the required heat and electric balancing powers is investigated. Comprehensive demand flexibility of buildings is firstly exploited by combining load shifting and energy substitution strategies in this chapter. Then, an aggregation method is proposed to aggregate multiple buildings’ flexible energy demands. Moreover, a real-time DRX market is also developed where the building aggregators are stimulated to adjust buildings’ energy consumption behaviors and provide the required balancing power. It has been demonstrated that the real-time DRX market is able to balance the very short-term power fluctuation from wind energy through DR, which helps to reduce the price spike and to reduce the generation costs. Additionally, a novel optimum feasible region method is proposed to achieve the fast clearing of the DRX market, which is more applicable for the real-time market. This chapter includes research related to the framework for incorporating DR of smart buildings into the integrated heat and electricity energy system by [14].

7.2 Energy Demand of Smart Buildings

As a typical facility that can be considered as an energy hub, smart buildings can be identified as a unit that involves the conversion, consumption and storage of different energy carriers [15]. The schematic diagram of the smart buildings’ energy demands in the HE-IES context is illustrated in Fig. 7.1. As shown in Fig. 7.1, the energy demands of the building can be divided into: heating demand and non-heating demand. Heating demand refers to the need of space-heating service, and non-heating demand includes the lighting, pumps, fans and other electric appliances. Moreover, non-heating demand is met through the electric power from the electricity network, and the heating demand can be met through the heat power from the district heating (DH) network or the electric heating.

Such buildings are able to participate actively in the DR programs. Control strategies applied in DR programs can be classified into three categories: load curtailment, load shifting, and substitution [16]. Load curtailment is usually not considered since it usually comes at the cost of comfort. The load shifting is utilized in this chapter. Moreover, the storage devices are not considered as shown in Fig. 7.1. Rather, the purpose is to utilize the buildings’ thermal inertia to provide the thermal storage in this chapter [17]. Energy substitution referring to switching the source of the consumed energy is also practicable in this context since the electric power can be converted to the heat power by using the electric heating devices.
7.2.1 Modeling Individual Building’s Energy Demand Based on the Comprehensive DR Strategy

Energy demands of a building are defined as the demands for the imported heat power \( L_{H,IMP}^{bui} \) and electric power \( L_{E,IMP}^{bui} \) from the energy networks. This section develops the energy demand model to describe their expressions. Firstly, energy substitution strategy, which is not considered in most studies is developed to exploit the buildings’ demand flexibility. In the energy substitution strategy, buildings have two options to fulfill their space-heating needs: they can directly use the heat power produced by the CHP units, or convert the electric power into the heat power by using electric heating devices. Hence, the total value of the heat injected into the building can be calculated as the following:

\[
L_{H,ALL}^{bui} = L_{H,ES}^{bui} + L_{H,IMP}^{bui}
\]

Moreover, \( L_{H,ES}^{bui} \) and \( L_{H,IMP}^{bui} \) are expressed as:

\[
L_{H,ES}^{bui} = \eta_{ES} L_{E,ES}^{bui}, \quad L_{H,IMP}^{bui} = m_j c_w (\tau_{s,j} - \tau_{r,j})
\]

The bounds of the mass flow \( m_j \) is given by:

\[
m_j^{\text{min}} \leq m_j \leq m_j^{\text{max}}
\]
7.2 Energy Demand of Smart Buildings

A simulation model developed to study the thermal dynamics of a building is based on the equivalent thermal parameter (ETP) method [18]. The ETP model can be described as follows:

\[
\dot{\tau}_a = \frac{1}{c_a} (-u_{a-h}(\tau_a - \tau_h) - u_{a-o}(\tau_a - \tau_o) + L^{bui}_{H,ALL})
\]

\[
\dot{\tau}_h = \frac{1}{c_h} (u_{a-h}(\tau_a - \tau_h) - u_{h-o}(\tau_h - \tau_o))
\]  

(7.4)

Moreover, to ensure no loss of comfort in the building, (7.5) is enforced:

\[
\tau_{a,\text{min}} \leq \tau_a^{t} \leq \tau_{a,\text{max}}
\]

(7.5)

where \(\tau_{a,\text{min}}\) and \(\tau_{a,\text{max}}\) are the thresholds of the comfortable temperature.

The building’s flexible energy demands based on the comprehensive DR strategy therefore can be expressed as:

\[
L^{bui}_{E,IMP} = L^{bui}_{E,ES} + L^{bui}_{H,IMP} = L^{bui}_{H,ALL} - L^{bui}_{H,ES}
\]

\[
\tau_a^{t+1} - \tau_a^{t} = \frac{\Delta t}{c_a} (-u_{a-h}(\tau_a - \tau_h) - u_{a-o}(\tau_a - \tau_o) + L^{bui}_{H,ALL})
\]

\[
\tau_h^{t+1} - \tau_h^{t} = \frac{\Delta t}{c_h} (u_{a-h}(\tau_a - \tau_h) - u_{h-o}(\tau_h - \tau_o))
\]

\[
\tau_{a,\text{min}} \leq \tau_a^{t} \leq \tau_{a,\text{max}}
\]

(7.6)

It should be noted that the thermal dynamic model as (7.4) has been transformed into a discrete difference equation.

7.2.2 Energy Demand Aggregation of Multiple Buildings

The capacity of a single building’s energy demand is limited, which means it is difficult for a single building to directly participate in the energy market. Hence, the building aggregators as an independent entity is introduced to represent a cluster of buildings. The electric power demand of the aggregator is equal to the sum of the electricity demand of all the buildings it serves, which is expressed as:

\[
P^{\text{dem}}_{E,i} = \sum_{j \in \Xi_i} L^{bui}_{E,IMP,j}
\]  

(7.7)

The heat demand of the aggregator can be calculated as:

\[
P^{\text{dem}}_{H,i} = m_i c_w (\tau_{s,i} - \tau_{r,i}) = \sum_{j \in \Xi_i} L^{bui}_{H,IMP,j} + P^{\text{loss}}_{H,i}
\]  

(7.8)
where $P_{H,i}^{loss}$ is the heat loss which can be expressed as:

$$P_{H,i}^{loss} = m_i c_w (\tau_{s,i} - \tau_{r,i}) - \sum_j m_j c_w (\tau_{s,j} - \tau_{r,j}) \quad (7.9)$$

The aggregators’ gross water flow is expressed as:

$$m_i = \sum_{j \in \Xi_i} m_j \quad (7.10)$$

In addition, the temperature drops exponentially when water flows in pipes [19], hence:

$$\tau_{s,j} = (\tau_{s,i} - \tau_o) e^{-hl/c_w m_i} + \tau_o$$

$$\tau_{r,j} = (\tau_{r,i} - \tau_o) e^{hl/c_w m_i} + \tau_o \quad (7.11)$$

Using the equivalent infinitesimal replacement, (7.11) can be approximately written as:

$$\tau_{s,j} = (\tau_{s,i} - \tau_o) \left(1 - \frac{hl}{c_w m_i}\right) + \tau_o$$

$$\tau_{r,j} = (\tau_{r,i} - \tau_o) \left(1 + \frac{hl}{c_w m_i}\right) + \tau_o \quad (7.12)$$

Combining (7.10) and (7.12), the heat loss can be expressed as:

$$P_{H,i}^{loss} = (\tau_{s,i} + \tau_{r,i} - 2\tau_o) hl \quad (7.13)$$

In summary, the energy demands of the aggregator can be expressed as:

$$P_{E,i}^{dem} = \sum_{j \in \Xi_i} L_{E,IMP,j}$$

$$P_{H,i}^{dem} = \sum_{j \in \Xi_i} L_{H,DH,j} + P_{H,i}^{loss} \quad (7.14)$$

while the heat loss $P_{H,i}^{loss}$ is independent on $m_j, m_i$.

In this way, the aggregated energy demands can be represented as the linear functions of the individual energy demands, which is very helpful in simplifying the further calculation.

### 7.3 Concept and Framework of the Real-Time DRX Market

To fully realize the potential of the demand flexibility in providing the required balancing power, the energy market needs to be tailored to incorporate the participation
of the buildings’ aggregators and fair incentives should be provided [20]. Recently, the DRX market concept has been proposed where the DR offers are provided and cleared to improve the energy system operation. However, the traditional DRX market, which is typically incorporated into the day-ahead energy market clearing, is not able to balance the very short-term wind power fluctuation. Thus, a novel real-time DRX is developed in this chapter. This section introduces the market framework, optimization models and clearing of the proposed real-time DRX market.

### 7.3.1 Three-Level Framework of the DRX Market

The main idea of the market mechanism is illustrated in Fig. 7.2. As shown in Fig. 7.2, the framework integrates DR and system optimization across three levels of the integrated energy system: aggregation of the smart buildings, distribution system, and transmission system or sub-transmission system – through the interactions of three key entities, i.e., the building aggregators, the DSOs and the ISO. The responsibilities of the three entities in the DRX market are summarized as:

(a) ISO: ISO runs the integrated heat and electricity dispatch (IHED) model with the consideration of the flexible energy demands. Running the IHED model, the DR schedules, i.e. how much balancing power is required at each bus for each time period, can be determined. Then, the target values about the desired balancing power is sent to the DSOs.

(b) DSOs: each DSO is responsible for each bus in the transmission system. Once knowing how much balancing power is required, the DSOs runs a bi-level optimization model and determines the proper energy prices which can stimulate the building aggregators to provide the balancing power corresponding to the target values. Then, the energy prices are sent out to the aggregators.

(c) Aggregators: each aggregator represents a cluster of buildings. Aggregators can adjust the buildings’ energy consumption behaviors to provide the balancing power in response to the energy prices.

An overall timeline of the market is shown in Fig. 7.2b. At the beginning of the operation hour (08:00 to 09:00), the real-time DRX market is launched. In the DRX market, the ISO firstly evaluates how much balancing power is required from the DRX market for the next several intervals during the operation hour. Then, the DSOs stimulate the aggregators to respond to the balancing power requirement through the price signals. During operation, the aggregators utilize energy management systems of the building to modify the buildings’ energy consumption behaviors for providing the scheduled balancing power.
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(b) Time line

Fig. 7.2 Market framework of the real-time DRX market
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7.3.2 Optimization Models in the DRX Market

(a) ISO’s Strategy

In the DRX market, the ISO firstly runs the IHED model to determine the scheduling plan of the generating units and buildings aggregator for the next few time intervals. The familiar methods for the combined optimization of electric power and heat power can be found in [21, 22]. The formulation of the IHED model is shown in (7.15)–(7.27).

The objective of the dispatch model is to maximize the social welfare, as shown in (7.16). Besides the real-time generation outputs ($P_{gen1}^E, P_{gen1}^H, P_{gen1}^E$), the variables to be optimized are the desired balancing power ($\Delta P_{req}^{E, i}, \Delta P_{req}^{H, i}$) as the difference between the before-DR energy demands ($P_{dem0}^E, i, P_{dem0}^H, i$) and the real-time and after-DR energy demands ($P_{dem1}^E, i, P_{dem1}^H, i$). It should be noted that the subscripts $t$ for all variables are omitted for simplicity.

\[
\max F = \sum_{t=1}^{NT_H} \left( \sum_{i=1}^{N_b} R_i(P_{dem0}^E, i, + \Delta P_{req}^{E, i}, P_{dem0}^H, i, + \Delta P_{req}^{H, i}) \right) - \cdot \cdot \cdot \sum_{\phi=1}^{N_{\phi}} C_{\phi}^{gen}(P_{E, \phi}, P_{H, \phi}) - \sum_{\psi=1}^{N_{\psi}} C_{\psi}^{gen}(P_{E, \psi}) \tag{7.15}
\]

In (7.16), the first part denotes the total benefits of the consumers, while the second part and the third part denote the generation cost of the electricity-only generating units and the generation cost of the CHP units, respectively. It should be noted that the generation cost of the wind power is set to zero here.

The electric power and heat power balance constraints are expressed as (7.16).

\[
\sum_{\phi \in \Psi_n} P_{E, \phi}^{gen1} + \sum_{\phi \in \Psi_n} P_{E, \phi}^{gen1} + \sum_{w \in \Psi_n} P_{E, w}^{gen1} - \sum_{i \in \Psi_n} (P_{dem0}^E, i, + \Delta P_{req}^{E, i}) = \sum_{p \in \Theta_n} V_n V_p \left[ G_{np} \cos(\delta_n - \delta_p) + B_{np} \sin(\delta_n - \delta_p) \right] \]

\[
\sum_{\phi \in \Psi_n} P_{E, \phi}^{gen1} + \sum_{\phi \in \Psi_n} P_{E, \phi}^{gen1} - \sum_{i \in \Psi_n} (P_{dem0}^H, i, + \Delta P_{req}^{H, i}) = \sum_{p \in \Psi_n} P_{H, np}^{line} \tag{7.16}
\]

where $\phi \in \Psi_n$ identifies the thermal power generating unit located at bus $n$ and $p \in \Theta_n$ identifies the bus $p$ connected to bus $n$.

The amount of heat power through a pipeline $P_{H, np}^{line}$ is calculated by:

\[
P_{H, np}^{line} = c_w m_{np}(\tau_{s,n} - \tau_{s,p}) \tag{7.17}
\]

The static pressure drop of a pipe is directly proportional to the square of its mass flow rate. The pressure drop is given by (7.19) where $k_{np}$ is a constant.

\[
\rho_n - \rho_p = k_{np} m_{np}^2 \tag{7.18}
\]
The supply and return networks are modelled as two independent networks coupled only through flow rates [22]. Moreover, the temperature drops exponentially:

\[
\begin{align*}
\tau_{s,p} &= (\tau_{s,n} - \tau_a)(1 - h l_{s,np} / c_w m^t_{np}) + \tau_a \\
\tau_{r,p} &= (\tau_{r,n} - \tau_a)(1 + h l_{r,np} / c_w m^t_{np}) + \tau_a
\end{align*}
\] (7.19)

Equations (7.20)–(7.24) represent the power output constraints for the generating units.

\[
\begin{align*}
P_{\min E,\varphi} &\leq P_{\text{gen}}^{\text{E,}\varphi} \leq P_{\max E,\varphi} \quad \forall \varphi \\
P_{\min E,w} &\leq P_{\text{gen}}^{\text{E},w} \leq P_{\max E,w} \quad \forall w \\
P_{\min E,\phi} &\leq P_{\text{gen}}^{\text{E,}\phi} \leq P_{\max E,\phi} \quad \forall \phi \\
P_{\min H,\phi} &\leq P_{\text{gen}}^{\text{H,}\phi} \leq P_{\max H,\phi} \quad \forall \phi \\
P_{\text{gen}}^{\text{H,}\phi} &= \gamma_{\text{H,E,}\phi} P_{\text{gen}}^{\text{E,}\phi}
\end{align*}
\] (7.24)

The transmission capacity limits are expressed as:

\[
-T_{\max np} \leq T_{np} \leq T_{\max np}, \quad \forall p \in \Theta_n
\] (7.25)

The phase angle bounds for each electric bus and the static pressure bounds for each DH node are:

\[
\begin{align*}
\delta_{\min n} &\leq \delta_n \leq \delta_{\max n} \quad \forall n \\
\rho_{\min n} &\leq \rho_n \leq \rho_{\max n} \quad \forall n
\end{align*}
\] (7.26) (7.27)

In this chapter, both the heat and electricity are priced based on the LMP method. LMP measures the least cost to supply an additional unit of load at that location from the resources of the system. Moreover, it has been revealed that the LMPs are the shadow prices of the power balance equality constraints of the dispatch model [23].

(b) DSOs’ Strategy

Once knowing how much balancing power is required, the DSOs will encourage the aggregators to respond to the balancing power requirement by adjusting buildings’ energy consumption behaviors. From the perspective of the DSOs, each aggregator can be treated as a profit-driven and independent agent; therefore, an appropriate amount of balancing power can be provided by the aggregators if proper incentive prices are offered to them. The DSOs’ strategies are modelled as an optimization problem which minimizes the deviations between the desired balancing power and
the actual balancing power provided from the DR. Moreover, the problem can be formulated as a bi-level optimization model, where the lower-level problem (LP) represents the aggregator’s optimal strategy, and the higher-level problem (HP) minimizes the deviation between the desired \( \Delta P_{E,n}^{req}, \Delta P_{H,n}^{req} \) balancing power and actual balancing power provided by the DRX \( \Delta P_{E,n}^{avi}, \Delta P_{H,n}^{avi} \).

The bi-level problem is formulated as:

### HP:

\[
\begin{align*}
\text{Min} & \quad \sum_{t=1}^{NT_H} (\varepsilon_{E,n} | \Delta P_{E,n}^{avi} - \Delta P_{E,n}^{req} | + \varepsilon_{H,n} | \Delta P_{H,n}^{avi} - \Delta P_{H,n}^{req} |) \\
\text{s.t.} & \quad \Delta P_{E,n}^{avi} = \sum_{i \in \Psi_n} \Delta P_{E,i}^{avi} = \sum_{i \in \Psi_n} P_{E,i}^{dem} - P_{E,i}^{dem0} \\
& \quad \Delta P_{H,n}^{avi} = \sum_{i \in \Psi_n} \Delta P_{H,i}^{avi} = \sum_{i \in \Psi_n} P_{H,i}^{dem} - P_{H,i}^{dem0} \\
& \quad P_{E,i}^{dem}, P_{H,i}^{dem} \in \text{LP} \\
\end{align*}
\]

### LP:

\[
\begin{align*}
\text{Max} & \quad \sum_{t=1}^{NT} \left( R_i (P_{E,i}^{dem} - P_{H,i}^{dem}) - P_e P_{E,i}^{dem} - P_h P_{H,i}^{dem} \right) \\
& \quad P_{E,i}^{dem} = \sum_{j \in \Xi_i} P_{E,IMP,j}^{bui} \\
& \quad P_{H,i}^{dem} = m_j C_w (T_{s,i} - T_{r,i}) = L_{H,IMP,j}^{buis} / (1 - v_{loss}) \\
& \quad m_i = \sum_{j \in \Xi_i} m_j \\
& \quad L_{E,IMP,j}^{buis} = L_{E,ES,j}^{buis} + L_{E,EO,j}^{buis} + L_{H,ALL,j}^{buis} = L_{H,ES,j}^{buis} + L_{H,IMP,j}^{buis} \\
& \quad \begin{cases}
\tau_{a}^{t+1} - \tau_{a}^{t} = \frac{\Delta t}{c_a} (-u_{a-h}(\tau_{a} - \tau_h) - u_{a-o}(\tau_a - \tau_o) + L_{H,ALL}^{buis}) \\
\tau_{h}^{t+1} - \tau_{h}^{t} = \frac{\Delta t}{c_h} (u_{a-h}(\tau_{a} - \tau_h) - u_{h-o}(\tau_h - \tau_o)) \forall j \\
\tau_{a}^{\min} \leq \tau_{a}^{t} \leq \tau_{a}^{\max} \end{cases}
\end{align*}
\]

In (7.28), \( \varepsilon_{E,n} \) and \( \varepsilon_{H,n} \) are the weighted factors which are positively correlated to the absolute value of \( \Delta P_{E,n}^{req} \) and \( \Delta P_{H,n}^{req} \), respectively. Equations (7.29)–(7.32) represent the strategy of the aggregator for maximizing its benefit by controlling the buildings energy consumption behaviors in response to the energy prices. Equation (7.29) denotes the relationships between the aggregator’s energy demands and the downstream demands. Equation (7.31) stands for the power balance in the building.

The bi-level optimization problem can be converted to a standard optimization problem by replacing the low-level problems by their Karash-Kuhn-Tucker (KKT) optimality condition. Then, the problem can be solved using the primal-dual interior point method [24].
7.3.3 Clearing of the DRX Market

As introduced above, the basic processes in the DRX market are: the ISO firstly determines how much balancing power is required; then, the DSOs run the bi-level optimization model to determine the incentive energy prices which are sent out to the aggregators; finally, the aggregators in turn provide the desired balancing power in response to the price signals. However, there are some existing problems: the ISO could not know in advance how much balancing power the building aggregators are able to provide at most. Therefore, two outcomes are possible after running the DSO’s bi-level optimization model: ① the value of the objective function in the optimal solution is very small and the stopping criterion in (7.34) is satisfied. It means the building aggregators are able to provide the enough balancing power; ② the value is very large which means that the buildings cannot provide the required balancing power.

\[
\left( \varepsilon_{E,n} \left| \Delta P_{\text{avii},E,n} - \Delta P_{\text{req},E,n} \right| + \varepsilon_{H,n} \left| \Delta P_{\text{avii},H,n} - \Delta P_{\text{req},H,n} \right| \right) \leq \sigma \quad (7.33)
\]

For the first situation, the clearing of the DRX market is achieved. The DSO just needs to send out the incentive prices to the aggregators after that. For the second situation which is much more likely to occur, the clearing of the DRX should be continued. The target values (\(\Delta P_{\text{avii},E,n}^{\text{req}}, \Delta P_{\text{avii},H,n}^{\text{req}}\)) should be adjusted since the building aggregators cannot provide so much balancing power and the bi-level optimization model cannot get the converged result. The new target values should satisfy two requirements: they should be achievable; the deviations from the original target values should be as small as possible, since the original target values realize the optimization of the DR-IHED model. Therefore, this chapter develops an optimum feasible region method to obtain the new target values, which is illustrated in Fig. 7.3.

After running the DR embedded IHED model, the required balancing power for different time periods can be obtained, which is illustrated in the upper half of Fig. 7.3. The DSO runs the optimization model to make the actual balancing power \(\Delta P_{\text{avii},E,n}^{\text{req}}, \Delta P_{\text{avii},H,n}^{\text{req}}\) in line with the desired balancing power as possible as it can be done. After running the DSO’s optimization model shown in (7.29)–(7.32), the optimum balancing power results can be obtained. Such optimum results, represented as \((\Delta P_{\text{avii},E,n}(t1), \cdots \Delta P_{\text{avii},E,n}(t4); \Delta P_{\text{avii},H,n}(t1), \cdots \Delta P_{\text{avii},H,n}(t4))\), are shown in the lower half of Fig. 7.3. Using the optimum DR results as the vertices, the optimum feasible regions of the available electric balancing power heat balancing power can be obtained, which are given by the green area and red area in Fig. 7.3, respectively.

The feasible regions can be expressed as a set of constraints:

\[
f_n(\Delta P_{\text{avii},E,n}(t1), \Delta P_{\text{avii},H,n}(t1), \cdots \Delta P_{\text{avii},E,n}(NT_H), \Delta P_{\text{avii},H,n}(NT_H)) \leq 0 \quad (7.34)
\]

Obviously, the buildings’ comfort level can be guaranteed within the feasible region. Moreover, the minimum deviation between the required balancing power and the actual balancing power can be achieved since the results are generated by the
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Fig. 7.3 Illustration of the feasible region method

bi-level optimization model. Therefore, the DSO can submit the feasible region of the available balancing power to the ISO. Then, the ISO runs the IHED model again considering the feasible region of the available balancing power to renew the target values. Since the new target values are within the feasible region, it can be guaranteed that the DSO is able to stimulate the aggregators to provide so much balancing power. Running the bi-level optimization model again, DR schedules corresponding to the new target values can be determined. Therefore, the converged results of the bi-level optimization problem are achieved and the stopping criterion would be satisfied.

The overall process of the market clearing is illustrated in Fig. 7.4. As shown in Fig. 7.4, the ISO firstly determines how much balancing power is required from the DRX market by utilizing the IHED model as shown in (7.16)–(7.27). Then, the desired DR power at each bus $\Delta P_{req}^{E,n}$, $\Delta P_{req}^{H,n}$ is sent out to the DSOs. The DSOs run the proposed bi-level optimization problem shown in (7.29)–(7.32) to make the real DR power $\Delta P_{avi}^{E,n}$, $\Delta P_{avi}^{H,n}$ in line with the desired DR power as possible as it can be done. Once the stopping criterion in (7.34) is satisfied, the DRX clearing is successful and will be terminated. Otherwise, the optimum feasible region of the available balancing power is obtained and submitted to the ISO. The ISO runs the DR-IHED model again with the consideration of the feasible regions. Finally, the new generation schedules and DR schedules are obtained.
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7.4 Case Studies

7.4.1 Test System and Parameters

A test system is introduced to illustrate the technique proposed in this chapter. The system is developed from the 14-bus electric power system [25] and a 14-node district heating system [26], with two CHP units (G1, G2), three coal-fired power generating units (G3–G5) and one wind farm (G6). The topological diagram of the energy system is shown in Fig. 7.5.

The profiles of the electricity demand (non-heating), wind power potential, and ambient temperature are shown in Fig. 7.6. The electricity demand profile is derived from [27]. The wind power profile is derived based on historic data of a wind farm located in northeast China.

The maximum aggregated electricity demand in each bus can be found in [25] and it is assumed that the heat demand has the same maximum value.

The parameters of the DH networks and buildings are shown in Table 7.1. The heat transfer coefficients are:

\[ u_{a-h} = 7.69A_s \]
\[ u_{d-o} = 0.17 V_s \]

\[ u_{h-o} = 7.69 \cdot A_s \cdot (69.05 + 1.07A) / 7.69 \cdot A_s - (69.05 + 1.07A) \]

where \( A_s \) and \( V_s \) are the surface area and volume of the building, respectively.

Moreover, the rated electric power demand is set correspondingly as 4.8 kW [28]. The threshold of the indoor temperature is set as 18°C–24°C [29]. The simulation tool is based on a primal-dual interior point solver called MATLAB Interior Point Solver (MIPS). Moreover, we run the simulation on a PC with Intel 2.4 GHz 2-core processor (4 MB L3 cache), 8 GB memory.

### 7.4.2 Comparison Between the Proposed Comprehensive DR Strategies and the Load Shifting Strategy

In order to illustrate the benefits of the proposed technique, three scenarios (S1–S3) are modeled: S1 is the no-DR scenario; In Scenario S2, only load shifting strategy is utilized and buildings are expected to only provide the electric balancing power in scenario S2; the proposed comprehensive DR strategy is applied in scenario S3, where buildings are able to adjust their electric power demand and heat power demand through the load shifting and substitution strategies.
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Fig. 7.7 Balancing power in different scenarios

(a) Balancing Power

In scenario S2, the buildings are able to adjust their electric power demand so as to provide the electric balancing power taking advantage of the thermal inertia of the buildings.

The balancing power provided by such DR behaviors in scenario S2 is shown in empty-circle line Fig. 7.7. As shown in Fig. 7.7, the peak capacity of the balancing power in scenario S2 is about 15 MW (absolute value).

The balancing power provided by the buildings in scenario S3 is shown as the solid-circle lines in Fig. 7.7. As we can see in the Fig. 7.7, more balancing power, including heat balancing power, can be provided in scenario S3. In Scenario S3, the peak capacity of the balancing power is about 30 (absolute value). It leads to the conclusion that the proposed comprehensive DR strategy is able to better exploit the demand flexibility of the buildings.

(b) Energy Price

A major benefit of DR is that it contributes to reducing the energy price volatility. The energy prices here refer to the real-time energy prices derived from the DR-IHED model. The energy prices from different scenarios over the 24-h horizon are depicted in Fig. 7.8. The energy prices without the consideration of DR (in S1) are shown as the empty-square lines in the Fig. 7.8.

As we can see in Fig. 7.8, the energy prices without DR fluctuate widely. The electricity prices fluctuate between 0$/MWh and 101$/MWh while the heat prices fluctuate between 20$/MWh and 102$/MWh. It is the fluctuation of wind power that makes the energy prices vary significantly, which may lead to a series of issues, e.g. the profit of CHP units can be remarkably reduced in periods of low electricity price resulting from large wind power production [30].
Compared with the energy prices in the no-DR scenario, it can be seen that DR contributes to reducing the volatility of energy prices. In scenario S2 where only the electric balancing power is considered, the fluctuation ranges of electricity prices and heat prices are narrowed down to 0–90$/MWh and 25–92$/MWh, respectively. Moreover, the electricity price fluctuation range is further narrowed down to 45–80$/MWh while the heat price fluctuation range is further narrowed down to 38–61$/MWh in scenario S3. It can be concluded that the proposed method is better in mitigating the price volatility.

(c) Wind Power Integration

The other benefit of the DR is that it mitigates the wind power curtailment. The simulation results in term of wind power accommodation are depicted in Fig. 7.9.

It can be pointed out that a serious wind power curtailment occurs during off-peak hours in the no-DR scenario. To meet the customers’ pre-determined constant heat demand, CHP units have to remain on and generate a certain amount of electricity, which occupies part of the proportion of wind power generation. When the DR is considered, the wind power curtailment can be mitigated. As shown in Fig. 7.9, the wind power can be utilized more effectively in scenario S2. The increased wind power integration in scenario S2 compared with scenario S1 is represented as the area “wind power increase 2”. In scenario S3, the wind power curtailment can be mitigated more remarkably. The increased wind power integration in scenario S3 compared with scenario S2 is represented as the area “wind power increase 1”. In the proposed method, substitution plays a crucial role in exploiting the demand flexibility of buildings during the off-peak hours. In the DRX market, the DSOs stimulate the customer aggregator to switch a part of their heating demand from DH-heat to the electric heating so as to increase their electric demand and decrease

Fig. 7.8 Energy prices in different scenarios

Fig. 7.9 Wind power accommodation in different scenarios
their heat demand by setting a relatively low electricity price and a relatively higher heat price. The substitution-DR leads to a decrease in the electricity production from CHP units and an increase in the aggregated electricity demand. Thereby, the wind power generation can be effectively utilized.

(d) Social Welfare

Table 7.2 provides a numerical comparison of social welfare for the different scenarios. Moreover, the social welfare in S2 and S3 with different DR rates are also presented.

It can be seen from Table 7.2 that a higher social welfare can be achieved when the DR is considered in scenario S3. In scenario S2, the social welfare increases from 173 124$ to 175 852$ when 30% of the buildings are involved in the DR programs. In other word, the social welfare increases by 1.6% if only load-shifting DR is considered. In scenario S3 where the proposed method is applied, the social welfare further increases to 183 417$, which is 5.9% higher than that in the no DR scenario and 4.3% higher than that in the scenario S2. The reasons for the higher social welfare in scenario S3 include: the energy system can be operated with a higher flexibility and effectively since more balancing power can be provided; more wind power is utilized in scenario S3 which contributes to reduce the generation cost.
In summary, the first comparison demonstrates that compared with the load shifting strategy, the proposed comprehensive DR strategy is able to fully exploit the demand flexibility of buildings, which comes with several advantages, including ➀ the volatility of energy prices can be reduced; ➁ the wind power can be utilized more efficiently; ➂ the social welfare can be increased more remarkably.

### 7.4.3 Comparison Between the Real-Time DRX Framework and the Day-Ahead DR Framework

The comparisons between the developed real-time DRX and the existing day-ahead DRX market are also made. For facilitating the comparison, two cases are developed: Case 1 represents the existing day-ahead DRX market and Case 2 represents the developed real-time DRX markets.

1. **Energy Price**

   The simulations results in the two cases are firstly compared in term of the energy price volatility as shown in Fig. 7.10. In Case 1 where the day-ahead DRX market is considered in each hourly interval, only the hourly balancing power can be provided by the buildings. Therefore, it is impossible to balance the very short-term, e.g. 15-min, power fluctuation from wind energy. In this case, the very short-term power fluctuation must be balanced by frequently adjusting the traditional generating units, which leads to the appearance of the price spikes. In Case 2, the DRX market is launched in each 15-min interval during the operational hour. Hence, a balancing power on a smaller time scale can be provided to absorb the very short-term power fluctuation from wind power. In this way, the price spikes are reduced.

2. **Energy Generation Cost**

   As introduced above, traditional generating units need to frequently adjust their power output to balance the very short-term power fluctuation from wind energy. Besides the appearance of price spikes, the other disadvantage coming with it is the higher energy generation costs. As shown in Fig. 7.11, the average generation cost in Case 1 is higher than that in Case 2. It can be calculated that the average generation cost in Case 1 is 29 840 $/h and the average generation cost in Case 2 is 29 711 $/h.

   In summary, the second comparison demonstrates that the proposed real-time DRX market is able to balance the very short-term power fluctuation from wind energy through DR, which helps to reduce the price spike and reduce the generation costs.
7.4.4 *Comparisons Between the Proposed Clearing Method and the Iteration-Based Clearing Method*

As introduced in previous sections, the iteration-based clearing methods have been proposed for clearing the DRX market. However, with an increasing number of the aggregators, it may lead to many iterations and longer computational time. Therefore, the method may not be able to meet the higher requirement for clearing speed in the real-time market. Given that, this chapter proposes a novel optimum feasible region method to achieve the fast clearing DRX market.
Comparison between the iteration-based method (IM) and the proposed optimum feasible region method (OFRM) in term of computational performance is shown in Table 7.3. It can be seen that the proposed method requires less computation time and iterations. Moreover, the benefit is more obvious when the number of aggregators increases.

### 7.5 Conclusions

This chapter expands the DR concept to the HE-IES where the additional balancing power is required to integrate the variable wind power. The utilization of smart buildings to provide both the heat balancing power and electric balancing power is investigated. A comprehensive DR strategy is firstly proposed which combines the load shifting and energy substitution. Then, an aggregation method is proposed to aggregate multiple buildings’ flexible energy demands. Moreover, a real-time DRX market is developed where the building aggregators are stimulated to adjust buildings’ energy consumption behaviors and provide the required balancing power. Additionally, a novel optimum feasible region method is proposed to achieve the fast clearing of the DRX market to meet the higher requirement for clearing speed in the real-time market. The case studies demonstrate that: the proposed comprehensive DR strategy is able to fully exploit the demand flexibility of buildings; the proposed real-time DRX market is able to balance the very short-term fluctuation of wind power through DR, which helps to reduce the price spikes and the generation cost; the proposed optimum feasible method offers a better computational performance if compared with the traditional method.
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Chapter 8
Economical Evaluation of the Flexible Resources for Providing the Operational Flexibility in the Power System

8.1 Introduction

There is a consensus that the intermittency and uncertainty of wind power have been the major barriers for large scale wind power integration. To deal with the uncertainty of wind power, many methods have been developed to improve wind power forecasting accuracy [1, 2]. Moreover, many studies have been conducted on how to improve the system flexibility so as to deal with the wind power intermittency, which usually combine the wind power with other flexible resources [3–5]. The previous chapters have fully analyzed the potential, framework and advantages of using demand-side resources to provide the flexibility which is necessary for integrating the wind power. Such measures can be categorized into demand-side management (DSM). Besides DSM, there are also two kinds of flexibility options for integrating the fluctuating wind power, including using the operating reserves from the conventional generation, and using the flexibility provided by the energy storage [6]. This paper evaluates the economy of the three different flexibility resources to find the advantages/disadvantages of different resources and to provide a guidance for investment in these flexible resources.

Traditionally, the flexibility from conventional thermal power generation for providing operating reserves is the most important option for integrating fluctuating wind power. For example, the flexibility for integrating the fluctuating wind power are typically provided by conventional generating units in China, such as coal-fired power generating units [7]. However, utilizing the conventional generating units to integrate the variable wind energy causes additional costs. Examples include the short-term balancing services, provision of firm reserve capacity, and more cycling and ramping of conventional plants for integrating the wind power [8]. Integrating the fluctuating wind power, the conventional generating units should work at part-load and change their output frequently to cope with the variability and uncertainties associated with wind energy. Consequently, the operation of generating units is varying and low load levels results in low energy efficiency, higher fuel consumption and the additional cost. The additional cost arising from
the intermittency of wind and the subsequent causation of ‘balancing plants’ for system security is widely observed [9]. Moreover, the increased fuel consumptions come with the additional carbon emissions. In other word, the effect of developing wind power in decarbonizing the power systems is partially offset by the additional carbon emissions due to providing required flexibility [6]. Fortunately, with the development of smart grid technologies, energy storage and DSM may be able to compete with the flexibility provided by the conventional generation. Actually, energy storage and DSM could be the preferred options since they avoid additional energy consumption and emissions. Recent advances in electric energy storage technologies provide an opportunity for using energy storage to address the wind energy intermittency. There are already some investigations on the use of energy storage applied to wind turbines for buffering the variability of the output. It is convinced that the energy storage system (ESS) is able to reduce the variability and uncertainty of short-term wind power [10], and lift the capacity credit of wind power [11], and increase the profit of the wind power [12]. Meanwhile, DSM can be another source of this required flexibility. Utilization of smart grid technologies in power systems creates opportunities to more efficiently balance supply and demand [5, 13]. It has been demonstrated that traditionally passive loads may become a resource that can mitigate the consequences of wind’s variability [14]. Other studies have found that utilizing the DSM is able to compensate the wind power forecasting uncertainty as well as reduce the total operational cost and air pollutant emissions [15].

Providing the flexibility and balancing power to integrate the variable wind power results in additional cost, no matter which kind of flexible resources is used. There exist some studies analyzing and evaluating that cost which is referred to as the “balancing cost” or “integration cost” [8, 16–19]. The balancing cost is the cost of the flexible resources for integrating the wind power, expressed in dollars per megawatt-hour of wind power generation ($/MWhw). Moreover, most studies analyzed the balancing cost of wind power if the flexibility is provided by the existing generation resources. To the best knowledge of the authors, few studies have been conducted on evaluating the balancing cost when utilizing different flexible resources so as to find the most cost-effective way to integrate the variable wind power. Since the increasing penetration of wind power is redefining the requirement for flexibility, it is necessary to provide enough operational flexibility in the most economic manner. Therefore, this chapter evaluates the balancing cost when utilizing different flexibility options in order to find which the best option is from a cost perspective. In this way, guidance for investment in these flexible resources can be provided in this chapter for guaranteeing a pre-determined wind power development plan.

The research idea and contributions of this chapter can be summarized as Fig. 8.1. Firstly, a multi-state wind power model is developed to represent its variability and uncertainty. Then, the key indicators are proposed respectively for the different flexible resources to measure the balancing cost. Finally, the optimization models are developed to evaluate the indicators to find out the balancing cost when utilizing different flexible resources.
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Fig. 8.1 Research idea and contributions of the study

(a) A multi-objective stochastic economic dispatch (MSED) is proposed to minimize the system operation cost and carbon emissions. Based on the MSED, the impact of the variable wind power on the conventional generation’s energy efficiency of the can be assessed by comparing the with-wind scenario and without-wind scenario. Such negative impact is quantified using the system coal consumption rate (SCCR) index. Moreover, the SCCR can be converted to the carbon emission rate (CER). Consequently, the balancing cost when utilizing the conventional generating units can be measured by the additional fuel consumption and carbon emissions, which provides a benchmark and allows comparison with other resources. Moreover, the balancing cost also embodies the negative impact of the wind power’s intermittency on the carbon emission reduction, which is not considered in other studies.

(b) An optimization model is developed to determine the power capacity requirement (PCR) and the energy capacity requirement (ECR) for integrating wind power using the ESS. The objective is to minimize the ESS’s cost, including the capital cost and wear-out cost. Based on those parameters, the balancing cost of using ESS to integrate the wind power is also evaluated and compared with the benchmark cost.

(c) A reliability-constrained wind-DSM combined dispatch model is developed. Based on the model, the load power capacity requirement (LCR) and expected load-curtailment energy (LCE) of DSM programs for integrating wind power are...
also determined. Based on those parameters, the balancing cost of using DSM to integrate the wind power is evaluated and compared with the benchmark cost.

A case study is conducted to find the characteristics of using different flexible resources to integrate wind power. Conclusions are given in the Case Study section, which could provide guidance on the investment and future studies. It should be noted that this chapter takes China as an example for economically evaluating the key flexibility options for satisfying the wind power development target because wind power integration is especially significant in China [20]. However, the methods and models can be applied worldwide. This chapter includes research related to the economical flexibility options for integrating fluctuating wind energy in power systems by [21].

8.2 Methods to Calculate the Balancing Costs When Utilizing Different Flexible Resources

This section describes the mathematical models, based on which the balancing costs of utilizing different flexible resources can be determined.

8.2.1 Mathematic Model for Evaluating the Balancing Cost of Utilizing Coal-Fired Generating Units

(1) Impact of Wind Power on the Operation of the Coal-Fired Generating Units

Traditionally, the generation portfolio was designed to provide sufficient flexibility to cope with the variability and the forecast error of electric demand. In this case, the power balance can be formulated as:

\[
\sum_{i=1}^{N_c} P_{i,t}^{\text{gen}} - \sum_{l=1}^{N_l} P_{l,t}^{\text{dem}} = 0, \quad \forall t
\]  

(8.1)

where \( P_{i,t}^{\text{gen}} \) denotes the power output of generating unit \( i \) at time \( t \), and \( P_{l,t}^{\text{dem}} \) denotes the electric demand of load \( l \) at time \( t \).

As the generation capacity from wind power increases, the system also needs to be able to cope with the variability and uncertainties associated with the wind power [22, 23]. In China’s coal-dominated power system, the flexibility requirements are usually met through operating reserves provided by coal-consumption generating units. The power balance in this case can be formulated as:

\[
\sum_{c=1}^{N_c} P_{i,t}^{\text{gen}} - \left( \sum_{l=1}^{N_l} P_{l,t}^{\text{dem}} - \sum_{w=1}^{N_w} P_{w,t}^{\text{gen}} \right) = 0, \quad \forall t
\]  

(8.2)
where \( P_{\text{gen}}^w(t) \) denotes the power output of wind power unit \( w \) at time \( t \), and \( \sum_{l=1}^{N_L} P_{l,t}^{\text{dem}} - \sum_{w=1}^{N_W} P_{w,t}^{\text{gen}} \) is referred to as the “net load”.

As shown in (8.2), the conventional generating units should work at part-load and change their output frequently with the variation in customer demand as well as with the variability and uncertainties associated with wind energy. Moreover, the operation of generating units at varying and low load levels results in increased fuel consumption and associated carbon emissions.

(2) Multi-state Wind Power Generation Model

This section develops a multi-state wind power generation model to describe the variability and uncertainty of wind power.

The generated power of a wind turbine varies with the wind speed at the wind farm site. The power output of a wind turbine can be determined from its power curve, which is a plot of output power against wind speed. Equation (8.3) is the mathematical expression for a typical power curve of a wind turbine [24].

\[
P_{w,t}^{\text{avi}} = \begin{cases} 
0, & 0 \leq V_{w,t} \leq V_{ci} \\
 p_{w,t}^{\text{rate}} (A + B \times V_{w,t} + C \times V_{w,t}^2), & V_{ci} \leq V_{w,t} \leq V_r \\
 p_{w,t}^{\text{rate}}, & V_r \leq V_{w,t} \leq V_{co} \\
0, & V_{co} \leq V_{w,t}
\end{cases}
\]  

(8.3)

As shown in Eq. (8.3), the wind turbine starts generating at the cut-in speed \( V_{ci} \), and is shut down at the cut-out speed \( V_{co} \). Rated power \( p_{w,t}^{\text{rate}} \) can be obtained when the wind speed is between the rated speed \( V_r \) and the cut-out speed \( V_{co} \). Moreover, there is a nonlinear relationship between the power output and the wind speed when the wind speed lies within the cut-in speed \( V_{ci} \) and the rated speed \( V_r \) as shown in Eq. (8.3), where the constants A, B, and C are presented in [24].

As discussed above, the power output of the wind turbine can vary continuously and intermittently from zero to the rated value depending on the wind speed at the wind farm site. Wind turbines are therefore usually represented by multistate models in analytical methods [25]. In the multi-state wind generation model, the wind speed is represented by a large number of discrete speed states. The model can be simplified by reducing the number of states at the cost of accuracy. It has been proved that the 6-state common wind speed model can be used for reliability studies of power systems with reasonable accuracy [26]. Therefore, a simplified multistate power generation model for a wind power plant can be determined by combining the 6-state common wind speed model with the power curve as shown in Eq. (8.3). The 6-state wind speed model is shown in Fig. 8.2, in which the six wind speed states and the corresponding probabilities are given.

Based on the 6-state wind speed model, the wind speeds for of a wind power plant can be obtained from this model using (8.4)

\[ \text{For } k = 1, 2, \ldots 6 \]
\[
\begin{align*}
\begin{cases}
V_{w,t}(k) = \mu + (k - 3) \times (5\sigma/3) \\
\Pr(k) = \Pr(V_{w,t} = V_{w,t}(k))
\end{cases} \\
\end{align*}
\] (8.4)

where \(\mu\) and \(\sigma\) are the expected and variance of the wind speed distribution. \(\Pr(k)\) for the six states can be found in [26].

### (3) Optimal Dispatch of the Coal-Wind System

As discussed above, a MSED is developed with different wind power penetration levels to quantify the incremental coal consumption of the generating units providing operating flexibility. The first objective function of the MSED is the overall system cost expressed in Eq. (8.5), including the start-up cost and turn-off cost of the generating units, the fuel consumption cost and the loss of load cost.

\[
\begin{align*}
\min F_1 &= \sum_{t=1}^{N_t} \left( c_{i,t}^{\mu} + c_{i,t}^{d} + \sum_{k=1}^{N_k} \Pr(k) \cdot \left( f_{k}^{\text{fuel}} + f_{k}^{\text{loss}} \right) \right) \\
\end{align*}
\] (8.5)

where

\[
\begin{align*}
f_{k}^{\text{fuel}} &= \sum_{t=1}^{N_T} \left\{ \sum_{i=1}^{N_e} \left( a_{i,t}^{\text{gen}} + b_{i,t}^{\text{gen}} P_{i,t}^{\text{gen}}(k) + c_{i,t}^{\text{gen}} \left( P_{i,t}^{\text{gen}}(k) \right)^2 \right) \\
&+ c_{i,t}^{\text{cur}} \left( P_{i,t}^{\text{gen}}(k) - P_{w,t}^{\text{gen}}(k) \right) \right\} \\
f_{k}^{\text{loss}} &= \sum_{t=1}^{N_T} \sum_{l=1}^{N_l} r_{l}^{\text{loss}} \left( P_{l,t}^{\text{serve}} - P_{l,t}^{\text{dem}} \right)
\end{align*}
\] (8.6)

In (8.6), \(a_{i,t}^{\text{gen}}, b_{i,t}^{\text{gen}}, c_{i,t}^{\text{gen}}\) are the fuel consumption coefficients.
The second objective function is the expected carbon emission, which is denoted by Eq. (8.8)

\[
\min F_2 = \sum_{t=1}^{N_{T}} \sum_{k=1}^{N_k} \Pr(k) \cdot f^\text{emission}_k 
\]  

(8.8)

where \( f^\text{emission}_k \) is expressed as:

\[
\sum_{t=1}^{N_{T}} \sum_{i=1}^{N_{C}} \left(a^\text{emission}_i + b^\text{emission}_i P^\text{gen}_{i,t}(k) + c^\text{emission}_i \left(P^\text{gen}_{i,t}(k)\right)^2\right) 
\]  

(8.9)

In (8.9), \( a^\text{emission}_i, b^\text{emission}_i, c^\text{emission}_i \) are the carbon emission coefficients.

Moreover, by introducing the social cost of carbon (SCC), the second objective function can be also represented by a social cost. Therefore, the proposed MSED can be converted to a single-objective optimization model.

The power balancing constraints are expressed as:

\[
\sum_{i=1}^{N_{C}} P^\text{gen}_{i,t}(k) + \sum_{w=1}^{N_{W}} P^\text{gen}_{w,t}(k) - \sum_{l=1}^{N_{L}} P^\text{dem}_{l,t} = 0, \forall k, \forall t 
\]  

(8.10)

The ramp-rate limits of the generating units are expressed as:

\[
P^\text{gen}_{i,t}(k_t) - P^\text{gen}_{i,t-1}(k_{t-1}) \leq R^u_i I_{i,t-1} + S^u_i \left(I_{i,t} - I_{i,t-1}\right) \forall t; k_t, k_{t-1} \in \{1, 2, k, \ldots, N_k\} 
\]

\[
P^\text{gen}_{c,t-1}(k_{t-1}) - P^\text{gen}_{c,t}(k_t) \leq R^d_i I_{c,t-1} + S^d_i \left(I_{i,t} - I_{i,t-1}\right) \forall t; k_t, k_{t-1} \in \{1, 2, k, \ldots, N_k\} 
\]  

(8.11)

The generation output limits for the conventional generating units are expressed as:

\[
I_{i,t} P^\text{min}_i \leq P^\text{gen}_{i,t}(k) \leq I_{i,t} P^\text{max}_i, \forall t, \forall k 
\]  

(8.12)

The generation output limits for the wind power are expressed as:

\[
0 \leq P^\text{gen}_{w,t}(k) \leq P^\text{avi}_{w,t}(k), \forall k 
\]  

(8.13)

where \( P^\text{avi}_{w,t}(k) \) is calculated based on the above multi-state wind power model:

\[
P^\text{avi}_{w,t}(k) = \{f_{V-P}\left(\mu + (k - 3) \times (5\sigma/3)\right)\}, \forall k 
\]  

(8.14)

The impact of wind power on the energy efficiency of coal-fired power generating units is quantified using the SCCR and CER indexes. The SCCR of with-wind and without-wind scenarios can be obtained based on the two-stage dispatch model, and then converted to the CER. Moreover, the additional carbon emissions can also be
represented by a social cost. In this way, the total balancing cost of utilizing coal-fired generating units to integrate wind power can be expressed as:

\[
C_{CGU}^{bal} = \Delta C_{CGU}^{fuel} + \Delta C_{CGU}^{emission} = \frac{(\Delta SCC R / SCC R^0) \cdot C_{CGU}^{fuel0} + \Delta CER \cdot SCC}{E_{CGU}^{day}} \cdot L_{WIND}^{day}
\]  

(8.15)

where \( SCC R^0 \) and \( C_{CGU}^{fuel0} \) refer to the SCCR and fuel cost of the coal-fired generating units without wind power integration. \( \Delta CER \) and \( SCC \) denote the increase in carbon emissions and the social cost of carbon, respectively.

In (8.15), \( E_{CGU}^{day} \) and \( E_{WIND}^{day} \) are the total power generation of the coal-fired generating units and the wind power plants during the day, respectively. \( E_{CGU}^{day} \) and \( E_{WIND}^{day} \) are calculated as:

\[
E_{CGU}^{day} = \sum_{t=1}^{N_T} \sum_{i=1}^{N_C} P_{i,t}^{regen}, \quad E_{CGU}^{day} = \sum_{t=1}^{N_T} \sum_{w=1}^{N_W} P_{w,t}^{regen}
\]  

(8.16)

8.2.2 Optimization Model for Sizing the ESS and Determining the Balancing Cost

In addition to using operating reserves from conventional generating units, wind power variability can be operationally mitigated using energy storage. In fact, energy storage appears to be an obvious option to deal with the variability of renewable sources and the unpredictability of their output [27, 28]. In multiple application areas around the world, energy storage systems (ESSs) have been deployed to aid the integration of renewable energies, especially wind power [29]. Large-scale energy storage at the output of a wind farm can be used to mitigate the variability and uncertainty of wind power, reducing the need for coal-fired reserve generation and avoiding an increase in coal consumption. Moreover, certain energy storage technologies are already cost-competitive with certain conventional alternatives. Other energy storage technologies are also close to being cost-competitive in other applications, and the costs are expected to decline in the coming years. The projected costs of different storage technologies from the U.S. Energy Information Administration (EIA), Bloomberg New Energy Finance (BNEF) [30], AOE and financial advisory firm Lazard [31] are shown in Fig. 8.3.

The cost projections of different storage technologies used in different areas, including renewable energy generation integration (REN) and application in a transmission system (Trans), are derived from the financial advisory firm Lazard. The solid symbols and hollow symbols are the lower and upper bounds of the cost projections, respectively. The lines represent the cost projections come from the Energy Information Administration (EIA), Bloomberg New Energy Finance (BNEF) and Navigant.
With the help of energy storage, the variation of wind power, can be smoothed out and the mismatch between the available renewable power and the load can be addressed [32]. Considering energy storage systems, the power balance can be formulated as:

\[
\sum_{i=1}^{N_C} P_{gen_{i,t}} + \sum_{w=1}^{N_W} P_{gen_{w,t}} + P_{disc_{t}} - \sum_{l=1}^{N_L} P_{dem_{l,t}} = 0, \quad \forall t
\]  

(8.17)

where \(P_{disc_{t}}\) denotes the discharging power of the ESS.

In this chapter, an optimization model is developed to determine PCR and ECR for using ESS to integrate wind power. The PCR is expressed in megawatts per megawatt of installed wind power. The ECR is expressed in megawatt-hours per megawatt-hour of electricity production from wind power. The model to evaluate PCR (\(P_{avi_{ESS}}\)) and ECR (\(E_{avi_{ESS}}\)) is formulated as below.

The goal is to minimize the ESS’s cost while making the wind-ESS combined output to meet an hour-ahead predicted power output [33].

\[
\min C_{total_{ESS}} = \sum_{t=1}^{N_T} (c_{t_{cap}} + c_{t_{wear}})
\]  

(8.18)

where \(c_{t_{cap}}\) is the capital cost divided into the period \(t\), \(c_{t_{wear}}\) is the additional cost due to the rapid battery wear resulting from the deeper discharge in the wind-integration application [34].

\(c_{t_{cap}}\) and \(c_{t_{wear}}\) can be expressed as:
\[ \epsilon_{cap}^t = \frac{p_E E^{avi}_{ESS} \cdot \Delta t}{\sum_{y=1}^{N_y} \frac{E^{day}_{WIND} \cdot 365}{(1+r)^y}} \]

\[ \epsilon_{wear}^t = \left| \int_{s_{t-1}}^{s_t} w(s) ds \right| \] (8.19)

In (8.19), \( p_E \) is the per-unit cost of the ESS, expressed in $/MWh. \( w(s) \) denotes the wear-out density function, expressed as [35]:

\[ w(s) = \frac{p_E}{2 \times E^{avi}_{ESS} \times \mu^2} \times \frac{b \times (1 - s)^{b-1}}{a} \] (8.20)

In (8.20), \( s \) is the state of charge (SOC) of the ESS, \( a \) and \( b \) are the specific coefficients, \( \mu \) is the ESS’s efficiency [36].

The power balance constraint is expressed in (8.17). The charging and discharging characteristics of the ESS can be expressed as:

\[
\begin{cases}
E_{ESS,t} = E_{ESS,t-1} + \eta_c P^{disc}_t \cdot \Delta t, & P^{disc}_t \leq 0, \text{ charge} \\
E_{ESS,t} = E_{ESS,t-1} + \eta_d P^{disc}_t \cdot \Delta t, & P^{disc}_t > 0, \text{ discharge} \\
0 \leq P^{disc}_t \leq P^{av}_{ESS}, & \forall t, \text{ discharge} \\
-P^{av}_{ESS} \leq P^{disc}_t \leq 0, & \forall t, \text{ charge} \\
E_{ESS,t} \leq E^{av}_{ESS}, & \forall t
\end{cases}
\] (8.21)

By running the above optimization model, the total ESS cost \( C_{total}^{ESS} \) can be determined. Then, the balancing cost of utilizing energy storage to integrate the wind power is the total cost of installing and operating an energy storage project divided by the wind power system over its life. The expressing of \( C^{bal}_{ESS} \) is given by

\[ C^{bal}_{ESS} = C_{total}^{ESS} \left/ \sum_{y=1}^{N_y} \frac{E^{day}_{WIND} \cdot 365}{(1+r)^y} \right. \] (8.22)

In (8.22), \( N_y \) represents the expected lifetime of the ESS.

### 8.2.3 Optimization Model for Determining the Balancing Cost When Utilizing the DSM

With the development of DSM-enabled technologies, demand side resources hold an untapped potential for increasing system flexibility and aiding the integration of fluctuating wind power [37, 38]. Various types of DSM programs have been implemented in China; interruptible load is one example. Interruptible load represents a consumer load that, in accordance with contractual arrangements, can be interrupted at the time of annual peak load by the action of the consumer at the direct request of the system operator. While generators offer operational flexibility by providing
the ability to increase their energy output, the load facilities, in contrast, provide the ability to reduce their energy consumption to offer a reserve. Wind power uncertainty can be managed at a lower cost through this type of DSM program to address wind forecast errors. For example, when the real-time wind power output is lower than the forecasted level, reduced energy consumption by a load facility addresses the demand and supply imbalances in the system. In this way, DSM provides the flexibility historically provided by coal-fired generating units. The power balance considering the DSM can be expressed as:

$$\sum_{i=1}^{N_C} P_{i,t}^{gen} + \sum_{w=1}^{N_W} P_{w,t}^{gen} + \sum_{l=1}^{N_L} P_{l,t}^{inter} - \sum_{l=1}^{N_L} P_{l,t}^{dem} = 0, \forall t \quad (8.23)$$

To utilize DSM as the reserve for integrating wind power, it is necessary to determine how much standby demand capacity is required. In addition, the expected load-curtailment energy must be evaluated to determine the energy capacity value of flexible demand, to provide guidance on setting the interruptible tariffs that compensate consumers for voluntary demand reductions. A quantitative model is developed to determine LCR and LCE of DSM programs for integrating wind power with different levels of penetration. The LCR ($P_{av_i}^{DSM}$) is expressed in percentage of the required flexible load among the total electric demand. The LCE ($E_{av_i}^{DSM}$) is expressed in megawatt-hours per megawatt-hour of electricity production from wind power.

In the model, the DSM is introduced to mitigate the probability of shedding load (PLSNO) arising from the variability and uncertainty of electric demand and wind power. PLSNO comprises three components, as shown in (8.24) [39].

(a) The probability of not having any generator trip while having an un-forecasted wind and load variation greater than the system reserve level. This scenario corresponds to the first term in (8.24).

(b) The probability of having only one full generator trip and an un-forecasted wind and load variation greater than the system reserve level. This scenario corresponds to the second term in (8.24), which corresponds to the probability of having a wind and load variation greater than $P_{av_i}^{DSM}$ minus the power not available after the full outage of generator $i$, $P_{naf o_i,t}$.

(c) The probability of having only one partial generator trip and an unforecasted wind and load variation greater than $P_{av_i}^{DSM}$. This scenario is similar to that in b) and corresponds to the third term in (8.24).

$$PLSNO_t = \left( \prod_{i=1}^{N} (1 - FOP_{i,t}) \right) \left( \prod_{j=1}^{N} (1 - POP_{i,j}) \right) \times \left( 1 - \Phi \left( \frac{P_{av_i}^{DSM}}{\sigma_{total,t}} \right) \right)$$

$$+ \sum_{i=1}^{N} FOP_{i,t} \times \left( \prod_{j=1}^{N} (1 - FOP_{j,i}) \right) \left( \prod_{j=1}^{N} (1 - POP_{j,i}) \right) \times \left( 1 - \Phi \left( \frac{P_{av_i}^{DSM} - P_{naf o_i,t}}{\sigma_{total,t}} \right) \right)$$
\begin{equation}
+ \sum_{i=1}^{N} POP_{i,t} \times \left( \prod_{j=1}^{N} (1 - FOP_{j,t}) \right) \left( \prod_{j=1}^{N} (1 - POP_{j,t}) \right) \times \left( 1 - \Phi \left( \frac{P_{av}^i_{ESS} - P_{naf}^{o_i,t}}{\sigma_{total,t}} \right) \right) \end{equation}

where \( \Phi(x) \) denotes the normalized Gaussian distribution function of the system forecast error and \( \sigma_{total,t} \) denotes the standard deviation of the total system forecast error. The load forecast error in time \( t \) can be modeled as a Gaussian stochastic fluctuating with a mean of zero and a standard deviation of \( \sigma_{l,t} \). Since it is assumed that both the load and wind power forecast errors are uncorrelated Gaussian stochastic variables, the standard deviation of the total system forecast error \( \sigma_{total,t} \) can be given by

\begin{equation}
\sigma_{total,t} = \sqrt{\sigma_{wind,t}^2 + \sigma_{load,t}^2}
\end{equation}

The objective is to minimize the cost associated with the LCE while guaranteeing PLSNO within the acceptable ranges.

\begin{equation}
\min_{C_{DSM}} = p_{DSM} E_{av}^{DSM}
\end{equation}

\begin{equation}
PLSN O_{h} \leq \sigma
\end{equation}

The LCE is expressed as:

\begin{equation}
E_{av}^{DSM} = \sum_{t=1}^{NT} \sum_{l=1}^{NL} P_{int}^{l,t}
\end{equation}

After obtaining \( C_{DSM} \) based on the above model, the balancing cost of utilizing the DSM to integrate the wind power is expressed as:

\begin{equation}
C_{bal}^{DSM} = C_{DSM} / E_{WIND}^{day}
\end{equation}

### 8.3 Simulation Results and Analysis

#### 8.3.1 Parameters

There is no doubt that the simulation results, including the balancing costs, depend on the wind power patterns. The variations of wind occur on different time scales from seconds to seasons. Hence, the wind power data covering the entire year is necessary for obtaining the convincing results. In this chapter, the daily wind power output profiles are obtained from actual historic data from the wind farms located in North China. Moreover, to cover the necessary information that describes the variability of
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Fig. 8.4 Electric demand profiles

wind power, 337 sets of daily wind power profiles are selected and used in this study. The standard electric demand profiles derived from the historical data are shown in Fig. 8.4.

In Fig. 8.4, Case 1 to Case 8 cover four seasons: spring (Case 1 and Case 2), summer (Case 3 and Case 4), autumn (Case 5 and Case 6) and winter (Case 7 and Case 8). The weekday and weekend scenarios are also separated.

In this chapter, the coal-fired generating units are classified into three types according to their capacities: 300 MW units, 600 MW units and 1000 units. Based on the composition of the China’s coal-fired generating units in 2015, the shares of the three types generating units are set as 44.8, 46.1 and 10.1%, respectively [40]. The coal consumption curves of the generating units with 300, 600 and 1000 MW capacities are shown in Fig. 8.5 [33].

8.3.2 Simulation Results

(1) Balancing Cost of Utilizing Coal-Fired Generating Units to Integrate Wind Power

In this section, the optimal system dispatch model is simulated with different wind power penetration levels to quantify the incremental coal consumption of the generating units providing flexibility for integrating wind power. Wind energy already generates 4% of China’s electricity and will expand its share to 6% before 2020. Moreover, on 30 June 2015, China submitted its “Intended Nationally Determined Contribution” (INDC), including the target to peak carbon emissions by 2030 at the latest, and increase the share of non-fossil energy carriers of the total primary
energy supply to approximately 20% by that time [33]. Therefore, five scenarios are developed with different wind power penetration levels: no wind (reference case), 4% wind, 6% wind (2020 target), 10% wind (2030 target) and 20% wind (high wind power penetration case). Moreover, both the incremental fuel consumption and carbon emissions are transformed into costs, which are further defined as the balancing cost of wind power integration.

The impact of wind power integration on the energy efficiency of coal-fired power generating units is quantified using the SCCR index. The SCCRs for the “4% wind” scenario, the “6% wind” scenario, the “10% wind” scenario and the “20% wind” scenario are compared with the reference scenario where there is no integration of wind power. Moreover, the SCCR can be converted to the CER, which denotes the ton CO₂ per megawatt-hour of electricity generation.

The CERs of the different scenarios are shown in Fig. 8.6. The integration of wind power increases the carbon emission rate significantly. In the 4% wind and 6% wind scenarios, the carbon emission rates increase from 0.856 tCO₂/MWh to 0.858 tCO₂/MWh and 0.859 tCO₂/MWh, respectively. The effect is more obvious when the share of wind power integration is expanded between 10 and 20%. In 10% wind scenario, the SCCR increases to 0.861 tCO₂/MWh, while the carbon emission rate further increases to 0.869 tCO₂/MWh for the 20% wind scenario.

The increased coal consumption and its associated carbon emissions should not be ignored due to the predictable growth of wind power integration. In the 6% wind scenario, which can be achieved by 2020, the additional carbon emissions are estimated to be 15.56 million tons per year. When the wind power penetration level reaches 10%, which can be expected by 2030, the additional carbon emissions will further increase to 26.87 million tons per year.
The influences of integrating fluctuating wind power on the coal consumption rate, carbon emissions and balancing cost are summarized as shown in Fig. 8.7. Obviously, SCCR, CER and the balancing cost are influenced by and are positively correlated with the wind power penetration level. It can be concluded that on average, a 1-MWh production of wind power will result in an increase of coal consumption of 13.68 to 17.64 kg depending on the wind power penetration level. Moreover, based on the simulation results, it can be concluded that the balancing cost ranges from $3.27/MWhw to $4.21 (20% wind).

(2) Balancing Cost of Utilizing ESS to Integrate Wind Power

Since the ESS capacity requirements depend on wind power patterns, different simulation results are obtained on a daily basis. The analysis results are shown in Fig. 8.8, which emphasizes the energy storage capacity requirements in 6% wind scenario and 20% wind scenario.

The results including the PCR, ECR and the balancing cost of utilizing ESS for integrating wind power are shown in Fig. 8.8. In Fig. 8.8, the simulation results from each scenario are shown in the Histogram + Probabilities graph. The “Counts” refers to the number of cases in which the requirements are in the range. The “Cumulative Counts” refers to the number of cases in which the requirements are lower than the range, and the results are represented as the probabilities. As shown in Fig. 8.8, with a wind penetration level of 6%, the ESS, PCR and ECR are in most cases less than
Fig. 8.7 The influence of integrating wind power on the coal consumption rate, carbon emissions and balancing cost

0.45 MW and 0.3 MWh, respectively, for a 1-MW wind power integration. When the wind penetration level increases to 20%, the PCR and ECR are 0.45 MW and 0.3 MWh, respectively.

The PCR and ECR and the corresponding balancing cost of using ESS to integrate the wind power are summarized in Fig. 8.9. As shown in Fig. 8.9, the capacity requirements are almost independent of the wind power penetration level, which is an advantage of using energy storage to integrate wind power.

(3) Balancing Cost of Utilizing ESS to Integrate Wind Power

In addition to the LCR and LCE, the costs of utilizing DSM for integrating wind power are also shown in Fig. 8.10. The LCR is expressed in the share of the standby DSM-demand in the total electric demand. The LCE refers to the expected load curtailment. The costs both in lower cost scenario and higher cost scenario are shown in the top panel of the figure. It is suggested that companies in the tertiary sector reduced demand in exchange for compensation of 1500 euro/MWh [41]. In this chapter, it assumes a load curtailment cost of $0.714 (5 yuan)/kWh (lower cost scenario) or $1.428 (10 yuan)/kWh (higher cost scenario).

Analysis results show that in the 4% wind scenario, 5.54% of the total electric demand should be flexible and responsive for integrating wind power. However, the expected load curtailment energy LER is fairly small, approximately $2.69 \times 10^{-5}$ MWh per MWh of wind power electricity injection. Moreover, the expected cost is far below the balancing cost of utilizing coal-fired generating units to integrate wind power. The cost advantage of DSM is obvious until the wind power penetration level exceeds 10%. However, it requires at least 5.54% of customers to participate in the DSM programs, as shown in Fig. 8.10. For 10% wind power penetration, it requires 7.92% of customers to participate in the DSM programs. Advanced metering...
Fig. 8.8 PCR, ECR of the ESS for the wind power integration
infrastructure and the availability of dynamic pricing to customers are necessary for reaching these DSM participation levels [42]. When the penetration level increases to 10%, the balancing cost of DSM increases dramatically and makes it not a cost-effective option in higher wind power scenario.
Table 8.1 The characteristics of different flexible resources in integrating wind power

<table>
<thead>
<tr>
<th>Flexible resources</th>
<th>Balancing cost</th>
<th>Depending on the wind level</th>
<th>Additional carbon emission</th>
<th>When will be cost-effective</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>$3.27–$4.22</td>
<td>Kind of</td>
<td>Yes</td>
<td>——</td>
</tr>
<tr>
<td>ESS</td>
<td>Depending on the cost of ESS</td>
<td>No</td>
<td>No</td>
<td>Cost decreases to $400/kWh</td>
</tr>
<tr>
<td>DMS</td>
<td>$0.5–$41</td>
<td>Very sensitive</td>
<td>No</td>
<td>Wind level below 10%</td>
</tr>
</tbody>
</table>

8.3.3 Comparison and Conclusion

To facilitate comparisons, the characteristics of the primary flexible resources in integrating wind power are summarized in Table 8.1, including the balancing cost, sensitivity to the penetration level of wind power, and so on.

It is found that the balancing cost for using coal-fired generating units ranges from $3.27/MWhw to $4.22/MWhw. Moreover, utilizing the conventional generating units to integrate wind power comes at the cost of additional carbon emissions. Take China for example, the increased carbon emissions due to utilizing coal-fired generating units to integrate the clean but fluctuating wind power can be 15.56 million tons per year. In other word, the effect of developing wind power is partially offset by the additional carbon emissions from the generating units providing integrating services.

Fortunately, the development of energy storage technologies and DSM offers new sources of flexibility. The increase in fuel consumption and carbon emissions can be averted by applying these energy storage and demand response technologies. Exploiting the potential of flexible customer demand is the preferred option for integrating fluctuating wind power when the penetration level is below 10%, which requires 7.92% of the customer demand to be flexible and available. Developing energy storage technologies and DSM-enabling technologies, including advanced metering infrastructure and dynamic pricing, are necessary for utilizing DSM for integrating wind power. Moreover, as introduced above, the balancing cost of utilizing DSM for integrating one-unit of wind power is very sensitive to the wind power penetration level.

Despite the current relatively high cost, the advantage of energy storage technology in avoiding incremental fuel consumption and emissions is significant. Moreover, the ESS is likely to prevail over coal-fired generating units by 2025, when the capital cost of energy storage is projected to drop to approximately $400/kWh. Furthermore, the balancing cost of utilizing ESS for integrating one-unit of wind power is not dependent on the wind power penetration level, which makes it the best option for providing the flexibility in a power system with high wind power penetration.
8.4 Conclusions

The ever-increasing wind power production poses great difficulties in operating power systems and increases the requirement of operational flexibility. In addition to the operating reserves provided by conventional generating units, the additional flexibility requirements can be fulfilled by ESS and DSM. Considering that the deployment of the flexible resources will influence the integration of wind power technically and economically, this chapter provides a systematic evaluation of primary key flexible resources. The characteristics of the primary flexible resources in integrating wind power are founded and summarized, including their balancing costs and sensitivity to the wind-power level. The finding can provide guidance on the investment of those flexible resources to assist the wind power integration. Moreover, the methods and models are expected to serve as references for the future research in this field.
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